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Abstract

The department REI/EP at DaimlerChrysler Research and Technalug)y
the Laboratory for Efficient Energy Systems at Trier University ofpied
Science, are developing control functions and fuel optimal strategrelow
speed conditions. The goal of this thesis project was to further deveddpeh
optimal operating strategies, and implement them into a test vehicle equipped
with a dSPACE environment. This was accomplished by making optimal
reference signals using dynamic programming. Optimal, in this caseyamea
signals that results in low fuel consumption, comfortable driving, ancbpgy
distance to the preceding vehicle. These reference signals for thétyelnd
distance are used by an MPC controller (Model Predictive Control) ttraon
the car. In every situation a suitable reference path is chosen, degemntin
the velocities of both vehicles, and the distance. The controller was able to
follow another vehicle in a proper way. The distance was kept, the drivag
pleasant, and it also seems like it is possible to save fuel. When acceptieg so
deviations in distance to the preceding car, a fuel reduction of 8 % caupar
the car in front can be achieved.
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Abstract

The department REI/EP at DaimlerChrysler Research andntéafyy and
the Laboratory for Efficient Energy Systems at Trier Uniitgref Applied
Science, are developing control functions and fuel optistrategies for low
speed conditions. The goal of this thesis project was tiéurtievelop the
fuel optimal operating strategies, and implement them atiest vehicle
equipped with a dSPACE environment. This was accomplislyechdking
optimal reference signals using dynamic programming. ri@gitiin this case,
means signals that results in low fuel consumption, corabdet driving, and
a proper distance to the preceding vehicle. These refergigoals for the
velocity and distance are used by an MPC controller (ModetiRtive Con-
trol) to control the car. In every situation a suitable refere path is chosen,
depending on the velocities of both vehicles, and the digtafihe controller
was able to follow another vehicle in a proper way. The distamas kept, the
driving was pleasant, and it also seems like it is possibkate fuel. When
accepting some deviations in distance to the precedingadail reduction
of 8 % compared to the car in front can be achieved.

Keywords: Stop and go, Dynamic programming, MPC, dSPACE,
Fuel consumption
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Thesis outline

Chapter 2: The Vehicle Model

A brief account of the mathematical relations the model &eldeon.
Chapter 3: Dynamic Programming

An introduction to dynamic programming. A description omhibis used to
create fuel optimized trajectories.

Chapter 4: MPC - Model Predictive Control

The MPC controller is described, and how it uses the trajexto

Chapter 5: dSPACE

The equipment from dSPACE makes it possible to control thenith the
controller developed in Simulink.

Chapter 6: Tests and Results

Test drives with the controller were performed. Here aradselts.
Chapter 7: Conclusions

Conclusions made from the test results.

Chapter 8: Further Work

Further work that can be done within this project.
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Chapter 1

Introduction

The department REI/EP at DaimlerChrysler Research andnbéafpy and
the Laboratory for Efficient Energy Systems at Trier Uniutgref Applied
Science are developing control functions and fuel optinratsgies for low
speed conditions with stop and go situations, like in traffins. The goal of
this thesis project is to further develop the fuel optimadi@ting strategies
and implement them into a test vehicle equipped with a dSPA@fonment.

1.1 Background

The public funded project "3D SIAM” is supported by the Gemidinistry
for Education and Research and is a collaboration betweenaeompanies
and organizations. In the project, sensors are develomgadm give a three
dimensional image of the traffic situation in front of a védicAn automatic
driver for low speed situations is being developed, basethese sensors.
This driver can be used for many purposes, for example kgepgafety dis-
tance to the car in front. Another benefit could be reducetidoesumption
in low speed conditions, like in traffic jams, and also to drim a comfort-
able way. A previous thesis work in this area has shown, th&piossible to
construct an automatic driver that follows a precedingaletand reduces the
fuel consumptiorHS]. A controller that uses informatioroabthe preceding
vehicle’s velocity was created in Simulink. The optimipatimethod used
was dynamic programming. The criteria for the optimizatias to get a low
fuel consumption and to reach the velocity of the precedarg ¢

1.2 Methods

The first tests of the controller discussed in the previooti@e showed, that
the optimization method was too slow to be used in real tinaiegttions.
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Hence, a new approach to the problem was chosen. Insteadiofizipg
in real time, dynamic programming is used to calculate ogtitpaths” in
advance. These reference paths for the velocity and distalescribes how
the car should behave to reach the requirements. Some rtewacvere also
added: The distance to the object in front should be kept th@djear and
the engine torque should have a smooth behavior, for a céablerdrive. A
model of the preceding car is needed, and the simplest pedsilchosen.
The preceding car is assumed to keep its velocity during pgien@zation
interval. When a number of different reference paths are madeviPC
(Model Predictive Control) controller is created to folldwem. In every
situation a suitable reference path is chosen, dependinglonities of both
vehicles, and the distance. The MPC controller is a suitatfroller, since
it has the advantage of being able to make use of future referealues. As
its name indicates, a model of the vehicle is needed for thé&raiter. How
the model is created is described in the next chapter.



Chapter 2

The Vehicle Model

To be able to make an MPC controller, a model of the vehicleédled. This
model will be used to predict future states. The model useagesarom ﬁis],

and will be described briefly. The input to the model consi$thiree signals,

the required driving torque, divided intt/q,gin. and brake torqué/y,qke,

and the geay. When the engine torque is applied, it will be transferred
to the wheels through subsystems. As output from the sydtemvelocity

will be obtained. The dynamics of the model are based on Nesvsecond
law, F' = ma. Newton’s second law for rotation can be used to describe the
transmission of torque from one part of the driveline to Arot

M(t):J%w(t) — w(t)=§/0 Mdr (2.)

where M (t) is the torqugNm)], w(t) the angular velocityrad/s] and J the
moment of inertigNm/s?]. When no physical relation is available for a spe-
cial part of the engine, maps have been used. The maps havgbeerated
using testbed obtained data.

2.1 Dynamics

The dynamics are based on Newton’s second law. The acédeten be
expressed like:
1 1

V= —Fio =
m

_(Fdf - Fres) (22)
m

Fy is the drive force and',.., is the resistance force acting on the caly
corresponds to the torque that has been transmitted frorarthi@e via the
driveline to the wheels. To calculate this, a model of thedalimne is needed.
This is discussed in the next sectidis consists of several different parts:
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e Air resistance

1
Fair - if)airfélfcwv2 (23)
The air resistance depends on the air density the maximal vehicle
cross areal;, the air drag coefficient,,, and the velocity. The value
of ¢,, depends on the design of the car.

e Rolling resistance

Frollingres =K-mg- COS(’Y) =K -mg (24)

The rolling resistance is proportional to the mass. The teon is
actually depending on the velocity, but for low velocitiesan be as-
sumed to be constant. The rolling resistance is also depéewodethe
slope of the roady. But since that signal will not be accessible in the
car,v will always be set to zero.

e Gravitation

Fincline = mg - Sln('}/) =0 (25)

Since the slope of the road, is always set to zero (see above), the
force from the gravitation will also always be zero.

2.2 The Driveline

The drive force,Fy, corresponds to the torque transmitted from the engine
via the driveline to the wheels. To calculate this force, alei@f the drive-
line is made. When creating a model of the driveline, the mantsgo model

are engine, clutch, transmission, propeller shaft, finaegidrive shafts and
wheels, see figure 2.1. Some simplifications are made wherinmalke
model. In this case an automatic gearbox, with fixed geao,reiused, and

no clutch has to be modeled. The propeller shaft and finaédmll be con-
solidated to a differential gear. Another simplificatiorthsit all the wheels
will be placed in the middle of the car, which leaves no neethtalel the
drive shafts. Torsional effects will be neglected.

2.2.1 Basic Transmission Relations

If the transmission from the engine to the wheels were $itiéf,model would
look like figure 2.2. There is a fixed conversation ratio far transmission,

i = Wengine (26)

Wiwheels
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Wheel
Drive shaft
Final drive
Engine Clutch Transmission Propeller shaft

]

Figure 2.1: The main parts to model in the driveline of theiekeh The figure
comes fromﬁ3].

“ engine ]. o ('oengim' Y wheels
@]

wheels O et

w engine

'
engine “ wheels

M!

wheels

Figure 2.2: A stiff transmission between the engine and theels. The
figure comes fronﬂ3].

and there is also an efficiency factarUsing the conversation law of energy,
the relation between the torques and the moments of inentide foundm6].

1
P=Muw - Mévheelswengine = ﬁMwheelswwheels —
Mheels = niM\:vheels (27)
/ 2
Fi — ljw2 theelswengine _ leheelSwsvheels
2 2 n 2
-2
Jwheels = n J\theels (28)

Fig shows the model of the driveline with their respextiorques and
angular frequencies.
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iwmrgine
W,
l ngme trans
‘Ma‘ans ‘Mdg'ﬁ'
Engine Transmission
} ‘}f}‘O‘HS
engine z rans trans
ﬂ'/f;"esism;rc'e
W(mns
// Waigy \
Md;ﬁ' \ lemsz
Differential gear Wheels
Jd@ﬁ' )i
Laify N diff wheels

Figure 2.3: The model of the driveline with torques and aagfrequencies.
The figure comes fronﬂ?:].

2.2.2 The Subsystems

The driveline contains a number of subsystems. In this@etiie modeling
of the subsystems will be further explained.

e The combustion engine
The input to the combustion engine will be the desired engngue.
Two maps will be used to calculate the upper and lower boues! &or
possible engine torque, with respect to the current rotatispeed.

fmin (wengine) S Mengine S fmax(wengine) (29)

e The transmission
For each gear there is a conversion ratio for the transmmisgiq,s, and
a efficiency factom,.,s. They transform the torque and the moment
of inertia from the engine according to equatidns (2.7) &n8)(

e The differential gear
The differential gear is located between the transmisgidrttze wheels.
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Here are the torque and the moment of inertia for the wheédsleded.
They are calculated in the same way as for the gearbox, etteaphe
transmission ratidg;x and the efficiency factong;¢ are constant and
do not depend on the geatr.

e The wheels
With help of equation[(2.1), a new angular frequency can beuea
lated. The torque comes from the differential gear wheréthke and
resistance torque have been subtractelgyccis = Maig — Mprake —
M.esistance- The total moment of inertia is the sum of the moment of
inertia from the differential gear and the total moment efrtra caused
by the wheels. Since all four wheels are considered as oaepdiment
of inertia at the wheels will be

J = Jy + myesr? (2.10)

With a wheel radius of..; and equation (2.2), the model can be ex-
pressed like:

1 1
(]\/[Wheels - Mbrake) - 7Pair14fcwv2 -K- ng) (211)

. 1
V= —
M Twheel 2







Chapter 3

Dynamic Programming

Dynamic programming, developed by Richard Bellman in thB0E9 is an
optimization method that is suitable for problems that cardivided into a
series of smaller problems which can be treated sequentials especially
useful solving multi stage problems where the possibleradtiaes in every
stage is limited. More about dynamic programming can be 'naéﬂé] and

3.1 The Recursive Formula

Consider a system with system equatieit + 1) = f(z(k), u(k)) and ter-
minal boundary conditiong(z(p)) = 0. Every stater(k) is associated with

a control functionz(k), that brings the system into the next state. The opti-
mal path betweet(0) and the terminal hypersurface(p), is consequently
associated with a set of optimal control functions. All geion the optimal
path are possible starting points for the same optimal obfutnctions.

It is a tedious task to calculate the cost for every possilalg tw find the
optimal route. Instead, it is calculated backwards, byuating the optimal
way from every point to the terminal hypersurface. The cb#t@route from
a statez(0) to the terminal hypersurfac&p), can be formulated as

p—1
T =Y L(@(k), u(k)) (3.1)
k=0
L describes the cost of going from the statg) to the next applyingi(k).

Let R(Z(k1)) represent the minimum cost going fran(k, ) to Z(p). Thus
R(z(k1)) can be expressed as the minimization of (3.1):

p—1
R(z(ky)) = min J = min L(z(k),u(k
( ( 1)) {a(k1),....,u(p—1)} {a(k1),..., u(p—l)}{kzl ( ( ) ( ))}

(3.2)
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Since the cost in the end state must be predetermined, aiextormula can
be set up. The cost in the final stage is

R(z(p)) = ¢(z(p)) (3.3)

The remaining cost in timg — 1 can then be expressed as

R(z(p—1)) = min){L(i“(p —1),u(p—1)) + ¢(z(p))} (3:4)

u(p—1

Inserting [(3.8) into (3.4) leads to

R(e(p-1) = min (Lo 1).a(p- 1) + Ra@)}  (35)

and the minimum cost for an arbitrary pointk), can now be expressed as

R(z(k)) = g}gg{L(ﬂﬁ(k), u(k)) + R(z(k+1))} (3.6)

The minimum cost for every point can now be calculated reesiysas [(3.6).

After this backward calculation, a forward calculation seded if the
optimal route is sought, and not only the cost of it. Finding dptimal route
is the same thing as finding the optimal control veciorg:) for every point.
The optimal’ (k) for every stagek is the one that minimizes the sum of
the cost,.L(z(k), u(k)), and the remaining cosR(z(k + 1)). Consequently,
u* (k) can be calculated as:

u* (k) = arg Ejr&r)l{L(ﬂE(k), a(k))+ R(z(k+ 1))} (3.7)

3.2 The Cost Function

The cost functionL(Z(k), u(k)), must be defined for the controller. Since
the system is based on time, and not on distance like in [Bvastrategy has
to be set up. A prediction horizon is chosen. In the end oftthveg period, the
controlled vehicle should have retained or reached an éafokepdistance to
the preceding vehicle. It should also reach the same vglasithe preceding
car. This demands a model of the preceding car. The simplesg¢hpossible
was used; the preceding vehicle is assumed to keep a constanity v,
during the optimization period. This, together with the ainsave fuel, gives
a cost function looking like

L= ffucl(n7 Mcnginc) + Ql(v - Up)z - ffucl(c %) Mcnginc) + Ql(v - Up)z
(3.8)

The first part of the functionfs,c;(C - v, Mengine), Stands for the fuel con-

sumption. It is given by a map with the rotational spegdnd the engine
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torque Mengine as inputs, and the fuel flow as output. The present rotational
speed, can be expressed in the present veloaityltiplied with

¢ = 30 laif *itrans 3.9

T+ T'wheel

C is dependent on the present gear, sipggs is gear dependent. The second
part of the cost functiornR); (v — v,)?, stands for the deviation of the velocity
of the car,v, from the velocity of the preceding car,. @ is a weighting
constant. The size @, determines the significance of this part.

The boundary conditiong(z(p)) must also be defined. The velocity
v(p), and distancé(p), that the vehicle will reach in the last prediction step,
must be determined. The aim would be to be as close as possitiie ve-
locity of the preceding vehicle, and the desired distatige,

¢(2(p)) = Q2(v(p) — vp)* + Qs(d(p) — dp) (3.10)

Where@- and@s are weighting constants.

3.3 Interpolation

The equation for the optimal route (3.7) assumes a time-elissystem. Most
technical systems are time-continuous. A time-continigyssem’s state and
input variables must be discretized with a quantizatiop.sféhe size of the
quantization step is a question of priorities. A shortep stél lead to a higher

accuracy, and a longer step will give a shorter computatioe.t However,

it is important to choose it small enough, so the next vejyocdiin be reached
with maximum torque during one time step. A problem that cecuo when

discretizing, is that the system can reach states which tdagree with the

discrete states’(k). For that reason, at time, R (k + 1) is used as an
interpolation between the contiguous states’ remainirg}.cdhe equation
(3.7) can then be expressed like

u*(k) = arg %r)l{/;(a-:(k), a(k)) + R(z(k + 1))} (3.11)

The state-space model usedin [3] had only one state; theityeld@ hat
model was expanded, and the state-space model used forptinsization
has two state variables; the velocity of the cay(k), and the distance to
the car in front,x2 (k). Both are discretized and saved as vectors, with the
sizesi andj respectively. At the backwards calculation a two dimenaion
matrix for the remaining cost is created, for every pointiofe &, with the
sizei times;j. The remaining cost attime R(z(k)), is created by starting in
everyz (i) andzo(j) and applying all possible torque and gear values. The
torque values are also discretized. The new obtained valueglocity and
distance, are used for interpolation in the remaining cagrisnfor the next



12 Chapter 3. Dynamic Programming

time step,R(z(k +1)). This interpolated value is then added with the cost to
get there. The cost of the cheapest way is then saved in thexnfit (%))

at position(é, j). These matrices are then used in the forward calculation, to
find the cheapest way to the end. The starting point is thentiwelocity and
distance. The torques and gears for the optimal path arel §avectors.

3.4 Optimal Trajectories

Now it is possible to generate optimal trajectories; to gatfone velocity to
another and at the same time reach the desired distancedvetfaeecars. For
each situation, a reference trajectory for the two statgscity and distance,
will be created. But the trajectories are not really satigfy because the
behaviour of the car will be spasmodic. Weighting constéimas can help
avoid this are added in the forward calculation. Weightingstants for big
changes in gear and torque are included. A number of optiragctories
can now be obtained for later use together with the MPC.

Optimizations were performed with different weighting stants, and the
best ones were saved. The criteria were low consumptionsciiaiing be-
haviour, and to reach the desired final values. An exampleietan be seen
in figure/ 3.1. Both simulations have a smooth behavior of thgue and the
gear. The first case is represented by the dashed line. Hhereyeighting
constant of the velocity()y, in the cost function (3.8), is set to zero. That
means that it is not important to be close to the velocity efgireceding car.
In the second case, represented by the solid line, a valubeoweighting
constant is added, and the velocity of the controlled caoser to the veloc-
ity of the preceding car. This lowers the peak of the velociiyve, and also
keeps the distance in a better way.

During the optimizations, 150 Nm was used as maximum torgne,
—400 Nm as minimum (braking). The velocity was also limited to O4n/h
and the distance between the cars was limited to 10-30 m. Jémetigation
steps were 0.67 km/h and 1 m respectively.
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torque [Nm]

time [s] time [s]

Figure 3.1: The dashed and the solid line represents twengattions, with
different weighting constants. The solid line represehésdituation where
some weighting on the velocity is added. The preceding adiving at

5 m/s (the dashdot line).
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Chapter 4

MPC - Model Predictive
Control

Model Predictive Control (MPC) is an advanced control teghe that has
had a significant and widespread impact in industrial precastrol. The
primary reason for its popularity is that it explicitly camardle equipment
and safety constraints. Operations near such constramtsften necessary
for the optimum control strategy. It can also handle futwfemrence signals
in a very effective way, which is useful in this case. The mdtls not much
more complicated for multi variable systems than singleéatde. The fun-
damental idea of MPC is to formulate the control problem aggimization
problem, and solve this every time new data is received. eSiinis requires
a big computational effort, MPC has formerly been used onlyeilatively
slow processes, such as chemical industries. With modenputers MPC
can now also be used in faster systems. More about MPC clemsralan be

found in E] and@].

4.1 The Discrete-Time State-Space Model

Since MPC has the advantage of treating multi variable systdhe same
way as single variable systems, the multi variable systeaeflypdiscussed in
sectioni 3.3 will be assumed in this chapter. The system hastates, the
velocity and the distance, representeddf¥). The inputu(k) is the engine
torque. The discrete state-space system model will then be:

x(k+1) = Axz(k) + Bu(k) (4.2)
y(k) = Cz(k) (4.2)

15
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x1(k) uy (k) y1(k)
z(k) = : o u(k) = : o ylk) = : (4.3)
zy (k) U (K) yp(k)

4.2 Cost Function

A common problem is to follow a predefined trajectorylike the trajectories
made in chaptér 3. The cost functidrcan then be expressed like

N
min J =Y [ly(kti+1) —r(k+i+ D)3, +ut+i)llE, @4

Umin SUSUmax s

Ju

where|z[|3, = " Qz. N is the prediction horizon an@,; andQ, weight-
ing matrices (not to be mixed up with the weighting constamthe previous
chapter). N should be selected to cover a settling time o$yiseem. Choos-
ing different values on the weighting matrices decides tipart is most
important to be small. If, for example, it is more importamat the trajectory
is followed closely than using small input9; should be chosen big arigh
small.

4.3 Prediction of Future States

If a signalu(k) is applied to our system, equatidn (4.1) will be received. If
this model is used recursively, a two step prediction besome

z(k +2) = A%x(k) + ABu(k) + Bu(k + 1) (4.5)
and a N step prediction becomes

X =Haz(k)+ SU

Y =C0X (4.6)
where
z(k+1) u(k)
z(k+ N) u(k+N—1)
A B 0 0
A? AB B 0

AN AN-Ip AN-2B ... B
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4.4 Analytical Solution

A big advantage using MPC is that it can handle constraintsitizan still
be useful in cases with no constraints. Known future refegesignals can
be used in a very effective way. With (4.6) the cost functiém) can be
expressed in a more compact way, using the following weigittioes

Q1 Q-
Q1 Q2

Ql = . ’ QQZ .
@1 Q2

and the vector R with the future reference signals, derivethé previous
chapter,

r(k+ N)
By using these matrices, the cost function can be expreieed |

N—-1
T=> llyk+i+1) —r(k+j+ D3, + lluk+ )3,
7=0
=Y -RTQ(Y -R) +UTQ,U
= (C(Hx(k) + SU) — R)"Q:(C(Hx(k) + SU) — R)
+UTQ,U 4.7

Since there are no constraints, the cost function can benizad by finding
theU that makes the gradient equal to zero. Using the rule

d(z" Px)

=2P 4.8
. x (4.8)

and the chain rule, the gradient &fwith respect tdJ is zero if
28TCTQ,(C(Hx(k) + SU) — R) +2Q2U =0 (4.9)

which is equal to

= —(STCTQ,CS + Qo) 'STCTQ,(CHxz(k) — R) (4.10)
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To get the control signal(k) only the firstm rows in U are needed, agk)
is calculated again in the next timestep:

wk)=[1 0 ... 0]U (4.11)

4.5 Linearization of the system model

Sometimes the system model is not linear, as in equatiohithe previous
chapter. Then the expression has to be linearized [5]. Assbenstate vector

x can be expressed like
dx

dt
If the system is in state = xq with input signalsu = g, then the effect of
small disturbanceaz and A will be:

= f(z,u,t) (4.12)

d
d_f = f(q;o + Az, ug + Au,t)
of of
- . af A “J A 4.13
f($07u07 ) + Ox (xo,u0,t) v ou (wo,u0,t) ! ( )

where higher terms ofAx and Au have been neglected. The expressions
af and3’ denotes matrices with partial derivativegag, uo, t).

T (zo,u0,t) “1(z0,u0.t)

Denote these matricesand B, respectively. Since = zq + Az andzg is a
constant value af, this gives = 4522 The linearized model will then be

dr  dAx

—=—"=A-Az+B-A

dt dt T+ U/+f(l‘07’u/0,t)
If (z0,up) is an equilibrium point at the timg in other wordsf (z¢, ug, t) =
0, the expression will look like the usual continuous-tinreehr state space-
model

Z—f:A~Az+B-Au:A(:z:fxo)JrB(u—uO)

The model of the vehicle is, repeated fram (2.11):

. 1 1 1
0= —( (Mwheels — Mirake) — EpairAwa’UQ —Kmg) (4.14)

M T'wheel

Parts of the model are gear dependent. Since the gear ischiaadhdlle in the
linearization, one model for every gear will be made. Thedirization of the
model now becomes

ds dv

E:%(v—vo)—i—vozv
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d’U af 8f
E - %‘UO’MO"QO (U o UO) + 7|’Uo,1\407g0 (M - MO) + f(UOa M()?gO) =
11 OMag an
- E Twheel on |”07]\40 go pairAwaUQ)(U - UO) —+
1 1 aMle
mrypee OM lvo, Mo ,g0 (M — My) + f(vo, Mo, go) =

= Cy(v —wo) + Cu(M — My) + f(vo, Mo, go) (4.15)

To get a simpler expression, it would be desirable to lirmearound an equi-
librium point. To find such points, the equationslin (4.149dd be set ta).
The first equation gives thaty has to be set t6, andsy can be chosen as
for simplicity. By puttingvy = 0 into the second equation, the valueldf,
for every gear will be given. Now the model can be written as

[ ]= [0 e [ 2]+ Jor-m

ER) [ E B

4.6 Discretization

To be able to use the linearized model in the MPC controliereeds to be
discretized. If the time-continuous system

i(t) = Acz(t) + Boul(t)
y(t) = Cex(t) (4.17)

is controlled with a partially constant signa(t) during the sample tim&’;
u(t) = w(kT) whenkT < t < (k+ 1)T. Then the corresponding time-
discrete system will be

x(kT +T) = Ax(kT) + Bu(kT)

y(kT) = Cx(kT) (4.18)
where .
A=eAT B= / At Bodt, C =C, (4.19)
according toﬁb]. Here it is useful t% know that
et = £7(sT — A)7E (4.20)
This will give .
. ( G )

B—CM[(ec”TC—V%)/Cv_T], c—“ (1)] (4.21)
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4.7 The Controller

In the MPC controller, equation (4.10) will be computed gvéme step,
using the precalculated discretization (4.21) and the easference path.
10 reference signals are calculated for different situatisee figure 4.1. The

v—vp, < —1||v—v| <1 |v—v,>1
As < 10 9 3 7
10 < As <20 1 4 2
20 < As 10 5 8

Figure 4.1: The corresponding reference signals for eviématioon. Each
number corresponds to a certain reference sighalstands for the distance
between the cars, for the velocity of the car, and, for the velocity of the
preceding car.

10th signal is not in the figure, but is used for hard brakingmwthe distance
to the preceding car is getting smaller than 7 m. The refersignals can be
seen in appendix JA. Each reference signal consists of actoaje for both
states. The reference signals are chosen every time sfgmadiag on current
velocities and distance. If the same reference path is chemseeral times in
a row, the controller will continue on the same referencektreDtherwise,
it will start from the beginning on a new one. An illustratiof how the
controller works can be seen in figlirel4.2. As long as thenlistés between
10-20 m, only the trajectories 1, 2 and 4 are used.



4.7. The Controller 21

7 8f N
E 6} 'l’ \ B\
?47 ‘ - ’ ~ \ - - 3
o 1 ~
ks} p i\ 4 7/
O>->2’ 1 W\ 7 \ 7 \ b
0 i i i\ i i
0 10 20 30 40 50 60

reference trajectory

distance [m]

0 10 20 30 40 50 60
time [s]

Figure 4.2: The controller is switching between the trajges. This is from
a simulation in Simulink. The dashed line in the figure on ihe preceding
car, and the solid line represents the controlled vehicle.
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Chapter 5

dSPACE

The idea behind the equipment from dSPACE is to offer a rapidopyp-
ing technology. Using this makes it possible to use MATLABI &imulink
models in real time applications. Special soft- and hardveae developed
to make this procedure as simple as possible. More infoomatbout the
system can be found in [1] or [7].

5.1 From MATLAB To Reality

Figure/ 5.1 shows the structure of the combined soft- andvenel that are
used when developing real time applications. The regulatareated in
Simulink. A MATLAB toolbox, Real-Time Workshop, generattse cor-
responding C code for the model. Via the Real-Time Interfd&ACE uses
this code in different ways. The C code is compiled and doaaial to the
MicroAutoBox. A number of files are also created, that areduseget in-
formation about the simulation and for changing parametédiise biggest
advantage is that most of this happens automatically.

When the code is downloaded, a number of things can be donesxFor
ample, the parameters can be changed. There are two wayshatddne
way is to change the parameters in the Simulink model, angderagain, or
ControlDesk can be used. ControlDesk is a tool for makingt@ai instru-
ment panel. ControlDesk can also be used to study the sjgmalsiownload
them to MATLAB.

5.2 The Hardware

The MicroAutoBox can be connected between a laptop, eqdippth the
Simulink model and ControlDesk, and the car. See figure 5h2.cbntroller
is downloaded to the MicroAutoBox, and can be controlledGaatrolDesk.

23
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Chapter 5. dSPACE

MATLAB

Simulink

Real-Time [——
Workshop

s

Real-Time
Interface

ControlDesk

P 74 =08
MicroAutoBox <:> W

Real World

Figure 5.1: An overview of the way from model in Simulink tcatdime

application.

MicroAutoBox is especially made for in-vehicle tests, andannected to the
CAN-bus system in the car. It can both give inputs to the cad, r@ceive
signals about the current status. The application progsastored on a non-
volative flash memory, that makes it possible for the Micrt?Box to be
restarted and not having to compile the Simulink-modelagai

Figure 5.2: A laptop connected to the MicroAutoBox.



Chapter 6

Tests and Results

All tests were performed in a Mercedes-Benz C240 togethdr dB5PACE
MicroAutoBox. The car was adjusted for winter conditionsneCconse-
quence of that is that the car always starts on the second$jeae the main
working area is low speeds, second gear will be used almbsteltime.

The gear is chosen by the automatic gear box, and the canrtvall use the
model for the present gear. The sensors were not ready amddiesnot used
in the tests, the preceding car is simulated. Either maywu&lControlDesk,
or by using a preprogrammed route. The prediction horizowmie MPC

controller was set to 20, which corresponds to 2 seconds.

6.1 Compensation of Time Delay

When first implementing the controller in the car, a time delas identi-
fied. The car did not increase the velocity immediately whHendontroller
required an acceleration, see figure 6.1. This caused theodlento start os-
cillating, as can be seen in figure 6.2. This behaviour watible in the
simulations when a time delay was added. There is a delaytiofie steps,
until the desired torque is adapted to the engine. That méamsalculated
control signal will be applied im time steps. So, the signalk + n) should
be used as input to the engine instead.gf). This was made by choosing
another control signal from (4.11). Using this control sigra much more
stable velocity was received, as shown in figure 6.3.

Tests in the car showed that= 7 made the system stable. The delay is
consequently around 700 ms, since the sample time is seOtm&0A delay
of 500 ms was detected between giving the desired torquepas io the
engine, and until it is applied. But the case= 5 was still oscillating. Trying
n = 7 gave a better result. An additional delay of 200 ms must alsho
arise from the controller.

When this adjustment was made, the controller followed tleezguting

25
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N

e o ©o e
A o ® k, M M o @
T T T T T T T T

acceleration / velocity [m/sz] [ [m/s]

8.5 9 9.5

o
o
~
N
2]
©

Figure 6.1: There is a delay in the system until the vehiagsto accelerate.
The solid line represents the desired acceleration, andiasbed line the
velocity of the car.

velocity [m/s]

40 60 80 100 120 140 160 180
time [s]

Figure 6.2: Results from a test drive. There was a delay irsylséem that
caused the system to oscillate. The solid line representsdtocity of the
controlled vehicle, and the dashed the preceding vehicle.

car in a better way. An example of the behaviour of the coletrain be seen
in figure/ 6.4. The preceding car may seem to drive in a straragewith very
quick jumps between velocities. This is due to the fact thatdreceding car
was simulated by hand in ControlDesk during the test.
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Figure 6.3: This is a simulation in Simulink. The top figureoals that the

controller starts to oscillate when a delay of 0.7 secondiseddutput signal is

included in the model. The second figure shows that with tleeofignother

control signal, the oscillations are reduced. The soligdimepresents the
velocity of the car, and the dashed lines the velocity of tlee@ding car.

velocity [m/s]

-
===

o
NE = o=

180

time [s]

Figure 6.4: After adjusting the brake torque and compengdtr the time
delay, the controller is able to follow another car. Thidis tesult from a test
drive. The solid line represents the velocity of the car, #tueddashed line the
velocity of the preceding car.
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6.2 Reference Track

As areference track, measurements from the test track prduiction plant
of Untertirkheim have been used. A three minutes drive with stop and go
behaviour was recorded, according to figure 6.5. The goal feltow this

~
T

ol o
_—

——

—

w
T

velocity [m/s]

RN

0 20 40 60 80 100 120 140 160 180
time [s]

Figure 6.5: The reference track used in the tests.

reference track in a good way. The main tasks are to keep @pdigiance to
the preceding car, drive in a comfortable way, and at the sameeminimize
the fuel consumption.

6.3 Fuel Consumption

The dSpace hardware, with the reference track, startsmgrinimediately
when starting the car. The driver must give the controllenpssion to con-
trol the car manually. Permission was not given at the exactestime in
every test. To make a fair comparison between the differ@nfigurations of
the controller, a given period of the reference track is @ickut. Some part
of the beginning and of the end was cut away. The chosen persd.4,48—
154,48 s in figure 6.5. The fuel consumption for the precedargiuring this

selected period was 34.40 1/100 km, and the distance triveds about 440
m.

6.3.1 Torque Limits

In the first set of tests, different torque limits in the cofier are tested; 150
Nm, 100 Nm, and 50 Nm. Their different behaviors can be seéigiime 6.6.
The test made with the lowest limit seems to have some diffésufollowing
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the track. The torque is not big enough to accelerate thescsaas needed
to be able to reach the desired velocities in time. The fuekamption can

Torque Limit 150 Nm

20 40 60 80 100 120 140
Torque Limit 100 Nm
T T T

=
o

velocity [m/s]

o

velocity [m/s]

60 80 100 120 140
Torque Limit 50 Nm
T T T

velocity [m/s]

20 40 60 80 100 120 140
time [s]

Figure 6.6: The behaviour of the controlled vehicle (sal) following the
reference track (dashed line) from section 6.2.

be seen in figure 6.7. All of them consume less fuel than theegliag car
(the reference track). The fuel consumption decreasesanitiwer engine

20

-
o
T

fuel consumption [I/100km]

o
T

o

100
torque [Nm]

Figure 6.7: The fuel consumption for different engine tadumits. The
consumption of the preceding car during the same time pevaxd
34.401/200 km.

torgue limit. But, as can be seen in figlre 6.8, there will beablem if the
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value is too low. The limited acceleration possibility makehard to keep
the distance and the controlled car will lose track of theicéiront.

70

@
o
T

IN a
S <]
T
-
-
B -

distance [m]
w
o

N
o

[N
o
T

0

0 20 40 60 80 100 120 140 160 180
time [s]

Figure 6.8: The distances for different engine torque Bmit

6.3.2 Brake Torque

The brake torque must be big enough to brake the car, but adiitp since
it is also important to drive in a comfortable way. The testdmin section
[6.3.1 were made with a brake torque in a range of 0—2700 Nm. ékgioned
earlier, test persons approved that as an comfortable loage. It would
be interesting to test if a smaller maximum brake torque ceduhe fuel
consumption even further. In this section all tests are nwdttea maximum
engine torque of 100 Nm. Tests were made with the ranges 0-2#0and
0-1700 Nm. Figure 6!9 shows how well they follow another gkehi They
all seems to follow pretty well. The resulting fuel consumptis shown in
figure[6.10. A smaller brake torque limit results in a lowensomption.
The distance to the preceding car is showed in figure 6.11. didtance is
getting very short at some occasions, with a maximum brakgioof 1700
Nm. The braking does not seem to be strong enough. A biggke thoaque
maximum should be used for safety reasons.

6.3.3 Weighting Constants

Another possibility to influence the fuel consumption cobddto change the
weighting constants. The weighting constariis, and ()2, are introduced
in equation[(4.4).QQ, affects the deviations from the reference distance and
velocity, and@- the size of the engine torque. Some tests with changed
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Brake torque maximum 2700 Nm
T T T

velocity [m/s]

40 60 80 100 120 140
Brake torque maximum 2400 Nm
T T T

) YA B . - o\ - -\
20 40 60 80 100 120 140
Brake torque maximum 1700 Nm

T T T

- Ph MO -
80 100 120 140
time [s]

velocity [m/s]

velocity [m/s]

Figure 6.9: The behaviour of the controlled vehicle (sali) following the
reference track (dashed line) from secfion 6.2.

1700 2400 2700
Maximum brake torque [Nm]

w
o

fuel consumption [I/100km]

o

o

Figure 6.10: The fuel consumption for different brake ta@dumits. The
consumption of the preceding car during the same time pevaxd
34.40 /200 km.

values of the weighting constants were made. But the fuetwoiption did
not differ much, and the distance was kept. Maybe the chamwges not big
enough, or the constants are not so important for the consomp
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35 : : : : : : : :
----- 2700 Nm
----- 2400 Nm

30r : : : 1700 Nm |- 1

n N
o 3

distance [m]

10

‘
0 20 40 60 80 100 120 140 160 180
time [s]

Figure 6.11: The distance to the preceding car, with diffel@ake torque
maximum.



Chapter 7

Conclusions

The goal of this thesis project was to further develop fudiroal operating
strategies for stop and go situations, and to implement thena test vehicle.
Based on a controller in Simulink using dynamic programmangew MPC
controller was created. The new controller is fast enoughran real time.

The controller is able to follow another vehicle in a propeywTest per-
sons thought the braking and acceleration did not differhrfumm a normal
manual driving. The distance to the preceding car was algb ke

It also seems like it is possible to save fuel. A limitationtlbé engine
torque to 100 Nm gives a fuel reduction of 8 % compared to tihéncfront.
But comparing with the car in front may not be the best way aeate if the
car saves fuel or not.
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Chapter 8

Further Work

The next step in developing an automatic driver, would bedonect the
controller to the sensors. Based on sensor information dddienal test
scenarios an improvement of the controller could be done.

The trajectories could be improved too, and more of themctbalcalcu-
lated, for more situations.

The behaviour of the vehicle in front could be modeled in ddvetay.
Right now the controller is always assuming that the carantfwill keep it's
current velocity during the prediction horizon.

The fuel consumption should be compared in a better way. Aoaet
that may be used, is to record a period of low speed, dendie traging the
sensors. The velocity of the preceding car from that sequiean be used to
evaluate, how a real driver would drive. And how much fuet thaused.

It may be possible to remove some of the criteria in the costtfan.
Right now, there are demands on both the distance and theityelt may
be enough to only try to keep a proper distance. This could\astigated in
test drives.
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Notation

Symbols used in the report.

Variables and parameters

5 Angle of incline
7 Efficiency factor
Ndiff Efficiency factor of the differential gear

Ntrans Efficiency factor of the transmission
Pair Air density
w Angle velocity
Wengine Angle velocity of the engine
Wawheels Angle velocity of the wheels

Ay Maximal vehicle cross area
Cuw Air resistance coefficient
By, Kinetic energy
Fi Air resistance
Far Driveforce
Fipctine Gravitational force caused by incline
Fres Resistance force acting on the vehicle
Frottingres  RoOlliNg resistance
Fio Total force acting on the vehicle
g Acceleration of gravity or gear
i Conversion ratio
idif f Fixed conversion ratio for the differential gear
Tirans Gear depending conversion ratio for the transmission
J Moment of inertia
Ju Moment of inertia for all four wheels
Jwheels Moment of inertia for the wheels
K Rolling resistance coefficient
m Vehicle mass
M Torque

Myrake Brake torque
Mengine  EnNgine torque

39



40 Notation
Myesistance  RESIStance torque
Myheels Torque acting at the wheels
n Rotational speed
N Prediction horizon
P Power
Q Weighting constant or matrix
Twheel Wheel radius

v Velocity
Up Velocity of the preceding vehicle

Abbreviations

MPC Model Predictive Control



Appendix A

Reference Trajectories

The reference trajectories for the velocity and the distamsed during the
tests. These signals are added to the current velocity atandee, to get a
reference signal suitable for the present situation.

A.1 Trajectory 1: Low velocity, acceptable dis-
tance

REF 1

velocity [m/s]
N w S

-

time [s]

distance [m]

3
time [s]

Figure A.1: In situations when the preceding car is drivingrenthan 1 m/s
faster than the controlled car this trajectory will be folkd. It will raise the
velocity with 2 m/s. The distance is acceptable, and will eptk
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A.2 Trajectory 2: High velocity, acceptable dis-
tance

REF 2

N P o

velocity [m/s]

time [s]

distance [m]

time [s]

Figure A.2: In situations when the controlled car is drivingre than 1 m/s
faster than the preceding car this trajectory will be fokalvIt will lower the
velocity with 2 m/s. The distance is acceptable, and will eptk

A.3 Trajectory 3: Acceptable velocity, short dis-
tance

0.5

velocity [m/s]
S
(5 o

0 1 2 3 4 5 6 7 8
time [s]
4
E 3
8
g2
ke
{2}
B 1f
0 i
0 1 2 3 4 5 6 7 8
time [s]

Figure A.3: If the difference between the velocities is dpialt the distance
is shorter than 10 m, this trajectory will be followed. It ikikep the velocity
and increase the distance 3 m.
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A.4 Trajectory 4: Acceptable velocity, acceptable
distance
When both velocity and distance is acceptable, trajectonybas 4 is chosen.

The reference velocity is then set to the velocity of the edéng car, and the
reference distance to 15 m.

A.5 Trajectory 5: Acceptable velocity, long dis-
tance

REF 5

velocity [m/s]

time [s]

distance [m]

3
time [s]

Figure A.4: If the difference between the velocities is dnialt the distance
is longer than 20 m, this trajectory will be followed. It wkeep the velocity
and decrease the distance about 5 m.
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A.6 Trajectory 7: High velocity, short distance

REF 7

!
N o

velocity [m/s]
IS

time [s]

distance [m]

time [s]

Figure A.5: In situations when the controlled car is drivingre than 1 m/s
faster than the preceding car, and the distance is shoeerlt® m, this tra-
jectory will be followed. It lowers the velocity about 2 m/sdincreases the
distance 5 m.

A.7 Trajectory 8: High velocity, long distance

REF 8

velocity [m/s]
I

time [s]

distance [m]

time [s]

Figure A.6: In situations when the controlled car is drivingre than 1 m/s
faster than the preceding car, and the distance is longer2han this trajec-
tory will be followed. It lowers the velocity about 2 m/s andaleases the
distance 5 m.
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A.8 Trajectory 9: Low velocity, short distance

velocity [m/s]
o kN

time [s]

distance [m]
o = N w S (%)

o
-
N
|
IS
o
o

time [s]
Figure A.7: In situations when the controlled car is drivingre than 1 m/s
slower than the preceding car, and the distance is shorder 10 m, this

trajectory will be followed. Itincreases the velocity ab@un/s and increases
the distance 5 m.

A.9 Trajectory 10: Low velocity, long distance

REF 10

o

velocity [m/s]
S

N

time [s]

distance [m]

time [s]

Figure A.8: In situations when the controlled car is drivingre than 1 m/s
slower than the preceding car, and the distance is longara@an, this tra-
jectory will be followed. It increases the velocity about 2srand decreases
the distance about 5 m.
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A.10 Short distance

When the distance is shorter than 7 m this trajectory is choblene is the
reference velocity put to zero, and the reference distamd® tm, to get the
car to slow down quickly.
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