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The performance has been tested on both simulated data and on real measure-
ment data, collected with a truck on road. Two estimators were developed; one
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Chapter 1

Introduction

Fuel economy, drivability and safety are prioritized areas for today’s automotive
manufacturers. More and more advanced embedded control systems are utilized to
improve these areas. The performance of these control systems can be improved
if precise vehicle operating information is used. To obtain this information the
vehicle force balance equation needs to be solved in real time. In this equation,
vehicle mass and road grade are crucial parameters. For example, transmission
management systems often use automatic gear selection in order to determine the
most appropriate gear at the moment. The functionality of this control strategy
relies on an accurate prediction of the required driving torque. The determination
of the driving torque in turn relies on accurate values of the vehicle mass and road
grade. Incorrect values of these parameters could lead to an inappropriate gear
selection that increases fuel consumption and reduces drivability.

Vehicle mass and road grade need to be determined on-board since both are
changing parameters. The mass of a truck can for example increase by some 400
% after loaded. Currently, vehicle mass is determined in different ways depending
on the vehicle configuration. Trucks equipped with pneumatic suspension and
electronically controlled suspension, ECS, are able to measure the vehicle mass
directly through the air pressure, however, this configuration is not present in all
trucks. Current mass estimator utilizes the dynamics during a gear shift in order to
estimate the mass. As drivelines capable of continuous power output during gear
shifts evolve, this mass estimation method becomes less applicable. The reason is
that it requires time of no propulsive power to function. Moreover, the present
performance is not satisfying. Road grade is measured with an inclination sensor
in the trucks equipped with I-Shift transmission.

Measuring vehicle mass and road grade with in-vehicle sensors add manufactur-
ing cost. Therefore, estimating the parameters using software and microprocessor
technology in combination with standard truck sensors becomes an interesting
alternative.

The primary aim of this thesis is to develop an estimator that estimates vehicle
mass and road grade simultaneously. Seeing the popularity of the inclination
sensors in Volvo vehicles, an estimator that only estimates the vehicle mass is also
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investigated.

1.1 Related Work

There are a lot of papers written within the field of vehicle mass and road grade
estimation. Below is a short summary of what has been done before, including
their different aims, approaches and prerequisites.

Simultaneous estimation of vehicle mass and road grade has been performed
in [21], which uses recursive least squares, RLS, with multiple forgetting factors.
For the initialization, least squares method is performed on a data batch to find
a good initial guess. Lingman and Schmidtbauer [17] use an extended Kalman
filter, EKF, and model road grade as a first order process. The authors analyse
both the case of using of vehicle speed as the only measurement and the case of
additionally using a longitudinal accelerometer. Kolmanovsky and Winstead [23]
use an active estimator to enhance parameter identifiability through the use of
an EKF for parameter estimation, and model predictive control, MPC, to control
vehicle speed. Within Volvo Technology, a pre-study [7] was carried out in 2010
using EKF in order to estimate mass and grade simultaneously.

Reports on estimation of vehicle mass have been made by [5] and [8] for exam-
ple. The former uses an adaptive EKF, without road grade information. The latter
uses RLS and an inclination sensor signal together with vehicle speed as input. A
different approach was carried out by [6] and [11]. Their analyses show that road
grade only affects vehicle dynamics at low frequencies. Thus, applying a band-pass
filter for extracting the high frequency components of the acceleration and force
signals would eliminate road grade from the mass estimation problem. During
this master thesis, their ideas were tested, but due to time limits and unpromising
results this approach was not pursued. Fathy et.al [6] also review different mass
estimation methods. They distinguish between averaging or event-seeking algo-
rithms. An averaging algorithm continuously updates the estimate whereas an
event-seeking one monitors specific events such as sharp acceleration or decelera-
tion. It also classifies estimation method based on the dynamics used; suspension
dynamics, lateral/yaw dynamics, powertrain dynamics and longitudinal dynam-
ics. This thesis falls into the group of methods using longitudinal dynamics and a
combination of event-seeking and averaging.

For road grade estimation, Bae et.al [4] and Sahlholm [19] use a GPS signal
in combination with a vehicle model to estimate grade. The latter uses EKF and
stores the estimations. These are then merged with estimates created previously
when the truck passed the same road in order to create a road map. Johansson
[14] and Hellgren [13] are estimating road grade through altitude information and
an EKF, without using a model of vehicle dynamics.

1.2 Outline

Chapter 2 presents the prerequisites for the project, which includes the sensors
used and data collection. Chapter 3 derives a state space model of the vehicle
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longitudinal motion and validates the model. Chapter 4 gives an observability
analysis, briefly reviews the Kalman filter and presents the design of the esti-
mator. Chapter 5 presents the results for simulated and real measurement data
and provides a sensitivity analysis. Chapter 6 gives conclusions and directions for
future work.






Chapter 2

Project Prerequisites

This chapter summarizes the prerequisites for this project. The data collection
and used sensors are described.

2.1 Data Collection

This section describes how the real measurement data and the simulated data was
obtained.

Real Measurement Data

The vehicle used when collecting the data was a truck with a trailer connected
and a weight of 33 865 kg, weighed on a scale. It was equipped with an I-Shift
transmission, which is an automatic gear changing system from Volvo. Three test
runs were analysed. In Figure 2.1 and 2.2 one of the test runs is presented. It
contains an acceleration phase from standstill to around 30 m/s and then continued
driving around that speed. The other two has principally the same features. More
information about the data collection can be found in [20].

Simulated Data

The existing simulation environment within Volvo, VSim+, was used to create
simulated data. VSim+ is implemented in Matlab Simulink and contains numerous
alternatives to analyse different scenarios.

2.2 Sensors
The sensor signals are retrieved from the CAN-bus, which is a communication

network between the different control units in the vehicle. Below follows a short
explanation for each of the used sensors.
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Vehicle Speed

The vehicle speed is taken from the front axle wheel speed sensors, which belong
to the Electronic Brake System, EBS.

Engine Torque

The engine torque is calculated by using a mathematical model, which takes the
amount of injected fuel into consideration. The torque is given at a cross section of
the engine output shaft. The signal is more accurate during steady-state conditions
than during transients.

Gear Ratio

2th

This is a value between 1 (12! gear) and almost 15 (15 gear) for the transmission

used in this project.

Overall Gearing

Overall gearing indicates the travelled distance in the format millimeters per engine
revolution.

Gear Shift In Process

The value of gear shift in process indicates when a gear shift is under process.

Brake

This brake signal indicates when the brake is applied. No information about the
actual brake force was available due to difficulties to model brake force accurately.

Road Grade

Road grade measurement is based on an accelerometer on the Transmission Elec-
tronic Control Unit, TECU. The sensor, called inclination sensor, is however not
present in all vehicle configurations. For more information, please refer to [16].

Sampling Interval

An analysis made during the later part of the thesis showed that a sampling interval
around 170 ms would be enough. All calculations, however, was made with the
original data sampling interval, 20 ms. The analysis was made by analysing the
bandwidth of the speed, torque and inclination signals and choose the sampling
frequency to be 10 times the bandwidth, [18]. As large sampling interval as possible
is desirable in order to reduce computational burden and numerical problems.






Chapter 3

System Model

This chapter presents the longitudinal dynamics of the vehicle. The equations
are gathered in a state space model, which will later be used in the estimator
implementation. The chapter ends with a validation of the model and points out
the conditions where the model is reliable.

3.1 Vehicle model

This section derives a complete model of the vehicle longitudinal dynamics. The
basic approach is to treat the vehicle as a lumped mass. Underlying assumptions
are explained throughout the text. A thorough derivation can be found in for ex-
ample [9] or [15]. Fundamental for this derivation is Newton’s Second Law, which
is applicable to both translational and rotational systems:

Translational systems

Y F=mp (3.1)

Rotational systems

Y T=1Iw (3.2)

where Y F' is the sum of all forces acting on a body, m is its mass and o its
translational acceleration. Furthermore, T is the sum of all torques acting on
a body, I is its rotational moment of inertia and w its rotational acceleration.

A vehicle is affected by forces both externally and internally. The external
forces arise from aerodynamic drag, rolling resistance and gravitational force. In-
ternally, the driving force is originated from the combustion within the engine and
transmitted through the driveline to the ground. A free body diagram of a truck
in a longitudinal motion is shown in Figure 3.1. Equation (3.1) in the longitudinal
direction yields:
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Figure 3.1. Free body diagram of a truck going uphill.

Ftractive - Fair - Froll - Fgravity =mv (33)

where m is the vehicle mass and © is the vehicle acceleration. Modelling of the
forces on the left-hand side of Equation (3.3) are done in the sections below start-
ing with a driveline model to find Fy,qctive and then modelling of the external
forces, Fyir, Fron and Fyquity. Finally the equations are combined into a com-
plete driveline model.

3.1.1 Driveline

The driveline consists of an engine, clutch, transmission, propeller shaft, final
drive, axle shafts and wheels, see Figure 3.2. These are all combinations of ro-
tating parts with a rotational moment of inertia. Their dynamics are described
by the Newton Second Law for rotational systems, i.e, Equation (3.2). Within a
driveline, high frequency phenomena such as driveline oscillations due to torsional
effects on the shafts occur. Moreover, when the torque changes abruptly, backlash
effects can occur due to play between different parts of the driveline. However, the
output torque at the wheels is not considered to be significantly affected by such
effects most of the time. Therefore, the driveline is assumed stiff, which simplifies
the derivation. Below, each component of the driveline is analysed.

Engine

- The engine is the source of the propulsive power. The output torque of the
engine is denoted T}, where subscript ¢t indicates that it is input torque to
the transmission, and described by

T, =T, — L (3.4)

where T, is the engine torque, the internal engine friction is here included
in Te. I is the engine inertia, w, is the rotational acceleration of the output
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Figure 3.2. A schematic figure of a vehicle driveline. The main components of the
driveline and the torques, relevant for the driveline model, are marked out in the figure.

shaft of the engine and T} is the output torque of the engine. The inertia
of the clutch is lumped with the engine inertia, therefore the clutch is not
treated separately here.

Transmission

- The purpose of the transmission is to match engine speed to desired vehicle
speed. The output torque is amplified by the gear ratio and decreased by
inertial losses according to

Tf = (,Tt - Itwc)it (35)

where [ is the transmission inertia, as seen from the input side, i; is the gear
ratio of the transmission and T is the output torque from the transmission.
Subscript f denotes final drive. The gear ratio, i;, changes for each gear, but
since it is piecewise constant, no time derivatives of i; will occur.

Final drive

- The final drive turns the power flow 90° and amplifies the output torque

in the same way as the transmission. However, the final drive gear ratio is
fixed.

Tw = (Ty — Iydp)iy (3.6)

where, Iy is the inertia of the final drive and the propeller shaft, lumped
together. iy is the numerical ratio of the final drive, w, is the rotational
acceleration of the propeller shaft and T, is the torque acting on the wheel.
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‘Wheel

- The torque at the axles provide a tractive force to accelerate the wheels.
Ftractiverw = (Tw - Iwww) (37)

where I, includes inertia from both wheels and axles shafts, w,, is the rota-
tional acceleration of the wheel, r,, is the radius of the wheel and F},qctive
is the tractive force at the ground.

Since no torsional effects are considered the rotational accelerations given above
are related to each other only through the gear ratios.

Wp = i Gy (3.8)
e = 140p = i4istn = b5 (3.9)

Moreover, under the assumption that there is no slip, i.e, the rolling condition is
valid, the vehicle acceleration could be written as the wheel rotational acceleration
times the wheel radius.

- (3.11)

The tractive force at the ground can now be expressed by combining the equations
(3.4) to (3.11).

T.i Iy I, . i0
Firactive = 2R (Ie + 1+ % + T)% (312)
Tw 'Lg th W

Mechanical losses of the driveline components have not yet been modelled. The
effect of mechanical losses can be approximated by multiplying an efficiency to the
first term on the right-hand side of (3.12). Also let uy, = 415 /7.

Ig Iy, 5.

Ftractive = Teugntf - (Ic + It + 272 + Z,Tw)ugv (313)
t tf

Gillespie [9] points out that the tractive force (3.13) has two components. The
first term on the right-hand side corresponds to the steady state tractive force,
which is necessary to overcome the external forces, described in Section 3.1.2. The
second term on the right-hand side models the loss of tractive force due to the
inertia of the driveline.

3.1.2 External Forces

In this section, the external forces aerodynamic drag, rolling resistance and grav-
itational force are presented.
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Aerodynamic drag

- The aerodynamic drag depends on the dynamic pressure and is thus propor-
tional to the squared speed.

1
Fair - ipairchfUQ (314)
where pgir is the air density, cq is the aerodynamic drag coefficient and A,
is the frontal area of the vehicle.

Rolling resistance

- The rolling resistance is an effect of the deformation of the wheels. The
coefficient increases with higher load and speed. A list of values of the
coefficient of rolling resistance in different situations is given in [1]. Other
common models than the one given in equation (3.15) include vehicle speed
[9]. Such a model has been analysed but no real improvements was achieved.

Fron = frmgcos(6) (3.15)

where f, is the coefficient of rolling resistance, ¢ is the gravitational constant
and 6 is the road grade. In (3.15) it would be possible to assume small angles,
which would yield cos(f) = 1. That assumption has not been done here,
instead the relations (3.19) has been applied, which leads to a convenient
expression.

Gravitational force

- The component of the gravity vector acting in the longitudinal direction
contributes to a resistive force when climbing a hill and a driving force when
going downhill.

Fgravity =mg SIH(H) (316)

3.1.3 Combining the equations

Combining Equation (3.14) to (3.16) with (3.13) and (3.3) yields (3.17). The
rotational inertias from (3.13) have been given the name m, and lumped in with
the mass.

1
(m+my)o = Teugnes — §pm-rchfv2 — mg(sin(0) + cos(0) fr) (3.17)
I, I,
mT:(Ie+It+F+ZT)U§
g tf

(3.18)
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Using the following relation makes a function of the road grade angle appearing
linearly, [21].

sin(6 + y)

sin(#) + cos(0) tan(y) = cos(y)

(3.19)

Let y = arctan(f,), then (3.17) and (3.19) yield:

1
(m +my )0 = Teugney — §PaierAf02 - mm sin(0 + cos(arctan(/fr)))
(3.20)
Define some variable substitutions to simplify the expression.
By = cos(arctan(f,)) (3.21)
1
= — 3.22
¢ = — (3:22)
¢2 = sin(0 + 3,) (3.23)
1
a1 = §pai7-CdAf (3.24)
Qo = % (325)
This yields the final expression.
_ 01 (Teugney — a1v?) — o (3.26)

1+ qblmr

which is non-linear in v and ¢;.

3.2 State Space Model

A state space model was used for estimation of the vehicle mass and road grade.
It consists of a deterministic part and a stochastic part. The deterministic part
describes how the state estimate propagates in time. The stochastic part describes
how the confidence interval changes. For further explanation, see for example [10].
The state space representation of the system is written in the following form

T = f(z,u,w) (3.27)
z = h(xz,e) (3.28)

where (3.27) represents the process equation and (3.28) represents the measure-
ment equation. These are further presented below.
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3.2.1 Process Equation

Augmenting Equation (3.26) with the two states ¢ and ¢o yields a state space
model according to Equation (3.27) and a convenient way to estimate the vehicle
mass and road grade through the augmented states. The dynamics of the states
¢1 and ¢ is modelled below. Moreover, an engine torque model is presented.

There are different ways to model the road. In [17] a frequency analysis shows
that a road could be approximated as a first order process with a certain cut-off
frequency. It is assumed in [19] that vertical road profiles could only consist of
constant road grade or parabolic segments. That means that two different models
of road grade would then have to be used. Their conclusion is, however, that
an implementation of a model like that would be too complex and they therefore
model the road grade as a slowly changing parameter, i.e, derivative equal to zero,
and add a large enough process variance. That approach was also chosen in this
thesis.

$2 =0+ ws (3.29)

where w3 is a normally distributed white noise process, having zero mean and a
variance ¢s.

The vehicle mass is constant and should only be modelled as having a zero
time derivative. But, for flexibility it is also modelled with an additive white noise
process ws, as in Equation (3.29), although its variance, g2, is very small.

$1(t) =0+ ws (3.30)

The engine torque is not measured with a sensor but estimated using a math-

ematical model. Since non-linearities and losses are not modelled perfectly, the
engine torque was modelled with an uncertainty as in [23].

Te = uT(l + wl) (331)

where w; is a normally distributed white noise process, having zero mean and a

variance ¢ .
Thus, the process equation is described by

¢1(ur (1 + wi)ugnes — a1v?) — agds

o
b= |di| = 1+jf21mr (3.32)
é w2

For the upcoming estimator implementation it is convenient to work with dif-
ference equations instead of differential equations. The system model is therefore
discretized with the Euler Method [18], which is a first-order approximation.
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Tpt1 = X+ Tsf('rlm UT ks wk) (3-33)

where T is the time step and subscript k£ denotes the discrete time instant. This
yields:

o1k (ur (1 +wi k) ugny — 01v3) — azda

V41 v + T
_ 1+ ¢17kmr 4
zl,kﬂ = 611 + Townr (3.34)
2 a1 + Tows k

3.2.2 Measurement Equation

Depending on which sensors used the measurement equation will be different. This
is presented below.

Speed Measurement

zr = Hizp + e = [1 0 0] Tr + eg (335)

where ey is a normally distributed white noise process, having zero mean and a
variance R;.

Speed and Road Grade Measurement

1
2z, = Hoxp + e, = {0 8 ?:l T + e (3.36)

where e; is a normally distributed white noise process with zero mean and a
variance Ry. The measured road grade is first translated to ¢o through Equation
(3.23) before being used as a measurement.

3.3 Model Validation

In order to analyse the model’s correctness, acceleration predicted by the model
was compared with the measured acceleration. The latter acceleration signal was
created by differentiating the vehicle speed signal and then processing the signal
with a low-pass filter. Performance is measured as the root mean square error,
RMSE, of the acceleration.

—a;)? (3.37)
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where a; is the true vehicle acceleration and a; is the predicted acceleration for
the i-th sample. Also, n is the number of samples. Vehicle parameters such as
driveline efficiency, aerodynamic drag coeflicient, coefficient of rolling resistance
and driveline inertia were taken from data sheets or given by representatives from
Volvo. Then they have been tuned manually in combination with the use of
Matlab’s System Identification Toolbox.

For validation of the model, true vehicle mass and road grade together with
the engine torque and gear ratio were given as input to the model. True road
grade is here considered to be the inclination sensor measurement. Since brake
force information was not available, no validation is performed when braking.

Measurement data from the three different drive cycles described in Section 2.1
was analysed. Analysis of intervals of different acceleration magnitudes is given in
Figure 3.3. According to this figure there is a trend of reaching a higher RMSE as
the acceleration increases.

022r .

0.2
0.1a
0.16
0.14
n.12

0.1
0.0

RMZE acceleration, rmes?

0.05
0.04
0.0z

02 01 0 01 02 03 0.4 05 0B 07
Acceleration, mis?

Figure 3.3. Model correctness for different acceleration intervals. The model seems to
be more correct for low acceleration. Each bar corresponds to an acceleration interval,
for example the bar at 0.4 m/s* corresponds to the interval 0.35 to 0.45 m/s>.

To further analyse the model, RMSE of predicted acceleration for each gear
was performed. When looking at Figure 3.3 there is a larger error for lower gears.
The reason why the model is worse during lower gears could be that during gear
shifts there are a lot of unmodelled dynamics and non-linearities. The sudden
torque changes give rise to oscillations and the driveline inertia changes as the
driveline is no longer coupled. Moreover, the mathematical model that determines



18 System Model

the engine torque is not as accurate during transients as steady state conditions.

RMEE acceleration, g2
= = o = = = = =
o] o = M o | oo [in )

=
=

=

1 2 3 4 &5 B 7 8 9 10 1 12
Gear number

Figure 3.4. Model correctness for different gears. The model seems to be more correct
for the higher gears. Observe that no data for gear number two and four was available
in the analysed data sets.

The general insight of the model validation is that the model seems to be more
accurate for low to moderate accelerations and the higher range of gears. Also,
tests have shown that the model is not accurate during gear shifts. This knowledge
is important to incorporate in the estimator.



Chapter 4

State Estimation

This chapter first presents an observability analysis of the system and then gives
an explanation of the Kalman filter and the implementation of the estimator.

4.1 Observability Analysis

Observability is a necessary condition for state estimation [10]. If the system is
observable, it is possible to determine the internal states by knowledge of the ex-
ternal outputs. It is rather simple to check observability for a linear system, but
for a non-linear system it is a more complicated issue. Often it is only possible to
prove observability in the neighbourhood of the actual point of operation, namely
local observability. The following observability analysis follows the same method-
ology as in [15] and uses theory from [12]. Observability analysis is performed for
the continuous model, given by the deterministic part of Equation (3.32), for the
speed measurement case. This is described by:

f1

&= f(z,u) = | fo (4.1)
fs

z=h(z) =2 (4.2)

The system is locally observable if
o # 21 = z(x0) # 2z(x1) (4.3)

is valid in a neighbourhood of xg. A test for local observability at a certain
operational point is that:

ol(z,u)

O('I7u) = ax

(4.4)

must have maximum rank [12]. Where,
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N (L%h
lz,u)=1[2] = Lzh (4.5)
z Lih

and where L¢h is the Lie derivative of h(z) with respect to f(z,u). By definition
Lg’ch = h and

L}h:%- _Oh Oz _Oh_ ., (4.6)

or ox Ot ot
oh 0z 0z Ox 0z
2 11y _ ) ()= 2222 P
Lyh=Ly(Lgh) =Ly <8x f) #2) oz ox ot ot (4.7)

Thus, Equation (4.4) and (4.5), divided into the three rows of the matrix, yield

Row 1:
0 0 |, Eq.(4.2)
Splih=o-h =T 0 0] (4.8)
Row 2:
9 o [on B\ mews 0 of o 0h
Row 3:
0 Eq.(4.9) O o [ 0fy h
%(Lf'(th)) = %(Lf'fl)zfx 87 fa = (4.10)
I3
o [0 0
()= & #a-Yn an

where it has been used that fo = f3 = 0, which corresponds to b1 = dy = 0, see
Equation (3.29) and (3.30). This results in that the following matrix must have
maximum rank. If using the symbols defined in Chapter 3 it writes:

1 0 0
oo ov O o0
O=|0v b1 Odo| ., A==0 (4.12)
I BT
v 091 O

Actual calculation of the partial derivatives has here been left out. For a square
matrix, it applies that the matrix has maximum rank if and only if the determinant
is not equal to zero. Thus, the determinant of (4.12) gives that the following must
hold for maximum rank of O(x,u):

—2va1 ¥

1+ ¢1m,)3 70 (119
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Thus, the system is locally observable if (4.13) is valid, which means that vehicle
speed and acceleration must be non-zero. This means that changing dynamics is
necessary for simultaneous estimation of vehicle mass and road grade.

4.2 Kalman filter

This section explains the Kalman filter and a variant used for non-linear systems,
the extended Kalman filter, EKF. For mathematical proofs and complete deriva-
tion, please refer to [3]. The Kalman filter was developed in 1960 by Rudolf E.
Kalman and is named after him. It has gained popularity owing to computing im-
provements and being simple and robust. The extended Kalman filter is probably
the most widely used estimation algorithm for non-linear systems. The Kalman
filter has been used in many applications, for example autonomous navigation and
target tracking. It estimates the state described by

T = Axp—1 + Bugp—1 + w1 (4.14)
zr, = Hzp + e, (4.15)

where wy, and e are process and measurement noise with covariance ) and R
respectively. In the list below some important properties of the Kalman filter are
given.

Kalman Filter Properties

- If the process and measurement noise, wy and e, have Gaussian distribu-
tion, the Kalman filter is the optimal filter among both linear and non-linear
filters. It is optimal in the sense that it minimizes the estimated error co-
variance.

- It is recursive, which means that all measurements does not have to be stored.

- It utilizes only the two first statistical moments of the state distribution, i.e
the mean and covariance.

As concluded in Section 3.1.3, the state space model describing the vehicle motion
is non-linear. A common modification of the Kalman filter for non-linear dynamical
systems is the extended Kalman filter. In this project only the process equation is
non-linear whereas the measurement equation is linear. Using the same notation
as in Chapter 3, the state space model is written as:

Ty = f(@Zp—1,Up—1,Wk—1) (4.16)
zp = h(xk, ex) (4.17)

The basic operation of the Kalman filter can be divided into two update steps.
See equation (4.18) and Figure 4.1. The first step projects the state in time through
the state space model. This is called time update or prediction. The estimate is
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called a priori estimate, 2, . Then feedback is obtained from the measurement. A
weighted difference between the measurement and the a priori estimate is used to
correct the a priori estimate. This step is called measurement update, or correc-
tion. The estimate is called a posteriori estimate, . The optimal gain K, which
performs the weighting, is calculated by applying the Kalman filter recursions. To
start the operation of the Kalman filter, initial guesses on state and state error
covariance needs to be provided by the user, see Figure 4.1.

Kalman filter cycle

Initial Time update, Measurement update,
estimates prediction correction

Figure 4.1. High-level description of the Kalman filter algorithm. The Time update
step projects the estimated state ahead in time. The Measurement update step weighs
in feedback from the measurement. The operation starts with providing an initial state
guess.

T =12, + K(Zk — Hi‘;) (4.18)

The EKF method first linearises the system around the current estimate, with a
first order Taylor series expansion. Then the standard Kalman filter equations are
applied. Optimality is now only approximated, and the linearisation error needs
to be small. For more information about the Kalman filter and the EKF, please
refer to [22]. Applying the EKF algorithm to (4.16) and (4.17) yields the following
time and measurement updates.

Time update equations:
&y = f(#k—1,uk_1,0) (4.19)
Py = FuPe 1 F.T + Wi Qi W (4.20)
Measurement update equations:
Ky =P, HE (H P, H" + Ry) ™! (4.21)

T =12, + Ky (21 — h(.f?;, 0)) (4.22)
P, = (I - Kka)P]; (423)
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where [ is an identity matrix and F' and W are Jacobian matrices defined by:

rofi ... Of1q
oz Ox .y,
F=: s =3, u = uy (4.24)
Ofm .. 8f m
L Oxq ox., -
rofi ... Of17
Owq Own,
W= : D=3, u =y (4.25)
Ofm ... Ofm
L Qw1 ow,, 4

which applied on (3.34) yields:

I a1P1 Vg urugnf + a1v? + asdam, Qs
1— 9T, 2 _T,
F = 1 + ¢1mr (1 + (blmr)Q 1 + (blmr
0 1 0
I 0 0 1
(4.26)
1, 7?:? ;“T“"’ 0 0
my .
W = 0 ! T, 0| t= & u=w (4.27)
L 0 0 T

Explanation of the covariance matrices WQW?' and R

For simpler notation, let WQW?T = Q. The Q and R matrices are the design
variables of the Kalman filter and up to the user to set and tune. They determine
how much the process and measurement equations are trusted. It is not the actual
value of the elements in the matrices that are important but the relation between
Q and R. What happens when @Q and R moves to extreme values is interesting to
analyse. If R moves towards zero it means that the measurement is trusted more
and more. The filter will respond with a large gain. If R moves towards infinity
it means that measurements are worthless and the process should be trusted.

The measurement noise is available by analysing the vehicle speed and road
inclination signal. The process noise is however a tougher task to determine.
Intuition was used as a foundation and manual tuning afterwards. There exist
systematic methods as well, e.g the generalized autocovariance least squares tuning
method [2].

For the vehicle model, Q was set to a 3 x 3 diagonal matrix, whereas W is
defined in Equation (4.27). R is a scalar when only measuring speed and a 2 x 2
diagonal matrix when also measuring road inclination. The first element in R
represents the variance of the speed signal and the second element represents the
variance of the inclination signal.

VT =T, U= Ug
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4.3 Estimator Implementation

This section gives a high-level picture of how the developed estimator prototype
was implemented in Matlab. Figure 4.2 represents an information flow. Moreover,
the mass selection algorithm is presented. The block on/off logics consists of
thresholds of the signals. When all thresholds are exceeded, the model is considered
to be sufficiently accurate and system excitation sufficiently high. The criteria are
given in the list below.

Signals retreived Estimator
from the CAN-bus:

Vehicle speed

] Noise covariance Kalman gain
Engine torque

matrices
Gear ratio
Shifting
Braking Oon/Off State and error
. | — .
logics covariance
update

Vehicle mass
and road grade
estimates

Figure 4.2. The design of the estimator on a high level.

Conditions for Estimation, On/Off Logics
- No estimation during gear shifting.

- No estimation during braking.

- Vehicle speed higher than 35 km/h.

- Engine torque higher than 200 Nm.

- Mass estimation is freezed for a while if engine torque derivative is higher
than 2000 Nm/s.

- Mass estimation is freezed for a while if the estimator has been off for a
longer period.
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The first four criteria are taken as a consequence from the insights gained when
validating the model, see Section 3.3. The last two criteria were found after anal-
ysis of the estimation results. When performing estimations, these factors were
discovered as the cause to sudden jumps in the mass estimate. The reason why
high torque derivative gives inaccurate mass estimates could be that the torque
signal is not completely accurate during transients. Moreover, when the estima-
tor has been off for a longer period, the grade estimate is far from the true value.
This in combination with a low system excitation might lead to that the mass com-
pensates for the erroneous grade estimate. Waiting a while before starting mass
estimation until the grade estimate is more in line with the true grade is therefore
preferable. After a reliable mass estimate, see Section 4.3, has been obtained, the
estimator locks the mass to that value and starts to only estimate grade. At the
same time the engine torque threshold is lowered to 0 Nm.

Mass Selection Method

The mass is chosen by applying a sliding window of the past 500 mass samples,
i.e, 10 seconds. If the standard deviation of the mass samples within that window
is below a certain limit the mean of the mass samples in the window is chosen as
a converged mass estimate. As the window continues more and more converged
mass estimates are created. After at least 15 converged mass estimates and almost
five minutes, the final mass estimate is chosen as a mean of the converged mass
estimates.






Chapter 5

Results

This chapter summarizes the performance of the developed estimator. The chapter
is divided into three parts. The first part analyses simulated data, the second
analyses real data and the third part is a sensitivity analysis. The second part,
Section 5.2, is divided into one section where simultaneous estimation of vehicle
mass and road grade is performed and one section where only vehicle mass is
estimated. In the last mentioned case, the inclination sensor signal is used as an
extra measurement. The performance is for the road grade estimate measured by
the root mean square error, RMSE, see Equation (3.37) with road grade instead
of acceleration. For the vehicle mass estimate, performance is measured by the
relative error.

5.1 Testing with Simulated Data

The estimator is first tested on a specific case where the road grade changes as
steps. Then it is tested on a realistic road. The use of the simulated data is to
both validate that the estimation algorithm is correct, and to add flexibility so
that different kinds of roads and driving scenarios could be tested.

5.1.1 Mass and Grade Estimation

In Figure 5.1 the basic behaviour of the estimator is shown when the grade changes
as steps. The mass converges after 20 seconds to a value 1.8 % from the true mass.
The RMSE of the grade is 0.21° if counting from the time of convergence of the
mass estimate. Initially, before the estimates have settled, a small overshoot of
the grade is visible. Moreover as the grade changes the mass gets closer and closer
to the true value, which indicates that changing dynamics improves estimation,
which was shown in Section 4.1. In Figure 5.2, the performance of the estimator
on a realistic road can be seen. The mass error was calculated to 0.5 % and the
RMSE of the grade estimate 0.02°. Both the mass and grade are initially erroneous
for a while until they almost find the true values.
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“ehicle mass, tons

Road grade, degrees

Figure 5.1. Step changes of road grade, simulated data.
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5.2 Testing with Real Measurement Data

In this section, the estimator is tested on real data. Section 5.2.1 evaluates the
simultaneous vehicle mass and road grade estimator. Section 5.2.2 analyses the
mass only estimator. The estimators tested in these two sections were tuned
independently from each other. However, for each estimator the tuning parameters
are kept the same throughout the testing on the three different data sets.

5.2.1 Mass and Grade Estimation

In Figure 5.3 performance on the data from the third test run is shown. The
results for all three test runs are given in Table 5.1. Notice that the estimator is
turned off for approximately 25 seconds due to a too low engine torque.

The time to a reliable mass estimate is around five minutes in all tests. This
might seem high when noticing that the mass estimate is almost correct after
50 seconds in Figure 5.3. This longer time is however a consequence of the mass
selection method, described in Section 4.3, which requires a certain number of con-
verged mass estimates. Demanding many converged mass estimates increases the
accuracy of the estimation when taking all the three test runs into consideration.
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Road grade, degrees
=

1 1
250 300 350
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1 1
140 200

Figure 5.3. Real data, simultaneous mass and grade estimation. Dashed line represents
the true values while solid line represents estimates. The crosses in the figure represent
converged mass estimates.
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Table 5.1. Test results when measuring vehicle speed. The 3"¢ column presents the
RMSE for the road grade only during the time the estimator is on and all criteria defined
in Section 4.3 are met.

Test run | Mass error | RMSE of grade | RMSE of grade, only

when criteria are met

1 3.9 % 0.4° 0.3°
2 32 % 0.5° 0.3°
3 1.6 % 0.4° 0.3°

5.2.2 Mass Estimation

When having the inclination sensor as an extra measurement, the mass estimation
becomes more robust and accurate, see Figure 5.4 and Table 5.2. Vehicle mass
error is now around 1 % for the three different test runs.

38 .

37 r .

3

34r

Yehicle mass, tons

32r .

INr .

1 1 1 1 1 1
0 a0 100 150 200 250 300 350
Tirne, seconds

Figure 5.4. Mass estimation, real data, inclination sensor is used as additional mea-
surement. Dashed line represents the true values while solid line represents estimates.
The crosses in the figure represent converged mass estimates.
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Table 5.2. Test results when measuring vehicle speed and road grade.

Test run | Mass error
1 0.52 %
2 1.2 %
3 0.49 %

5.3 Sensitivity Analysis

The sensitivity analysis was performed for the mass and grade estimation case.
The analysis was done by varying one parameter at the time and see how this
affects the vehicle mass and road grade error. First, three parameters from the
vehicle model are analysed; aerodynamic drag coefficient, ¢4, coefficient of rolling
resistance, f,., and inertia of wheels and axle shafts, J,,. Then, the measurement
noise covariance R is analysed. This analysis does not compare with the true
values, but with the estimates given by the estimator for one of the test runs.
Hence, in the figures below the estimates reach zero for the parameter value that
were chosen in the estimator implementation. This is to more clearly see how the
estimates change when the parameters are varied. Figures 5.5-5.8 show that they
influence the vehicle mass and road grade estimates slightly. However, estimates
are not dramatically changed. For each parameter, a short analysis is given in the
caption in the corresponding figure.
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Figure 5.5. Sensitivity for aerodynamic drag coefficient, c4. The road grade is sensitive
for this coefficient while vehicle mass is rather insensitive.



32 Results

Mass errar, %
E- [a3] o
T T
1 1

ra
T
1

1 1 1 1 1
] 0.002 0.004 0.006 0.008 0.01 0.012
Coefficient of Rolling Resistance

=
I

o
w
T
1

o
b
T
1

o
T
1

RMSE of Grade, degrees

[}

1 1 1 1 1
0.002 0.004 0.006 0.008 0.01 0.012
Coefficient of Rolling Resistance

=

Figure 5.6. Sensitivity for the coefficient of rolling resistance, f,.. Both vehicle mass
and road grade are sensitive for this coefficient.
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Figure 5.7. Sensitivity for the wheel and axle shaft inertia, J,,. Road grade estimate is
insensitive for this coefficient while the vehicle mass is rather sensitive.
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Figure 5.8. Sensitivity for measurement noise covariance, R. When the value reaches
closer towards zero the mass estimate gets very erroneous. Besides, mass and grade
estimates are not very sensitive for this parameter.






Chapter 6

Conclusions and Future
Work

The purpose of this thesis is to perform vehicle mass and road grade estimation.
One estimator for simultaneous estimation of vehicle mass and road grade was
developed. Also a mass estimator, additionally using a road inclination sensor was
developed. Both estimators use an extended Kalman filter (EKF). The estimators
were evaluated on both simulated and real measurement data, collected with a
truck on road. An observability analysis was performed to provide a mathematical
ground for the estimations. To analyse the robustness, a sensitivity analysis was
performed.

6.1 Conclusions

It has been found that the estimators are giving acceptable results, both when
testing on simulated and on real measurement data. For the case of using real
measurement data and simultaneously estimating vehicle mass and road grade, the
mass estimate error is often within 5 % and the grade estimate root mean square
error is often within 0.6°. The mass estimator, using the inclination sensor, is
more accurate, robust and quicker than the mass and grade estimator. Mass error
is often within 2 % for this method. The observability analysis showed that the
system is locally observable if the vehicle acceleration is non-zero. The sensitivity
analysis showed that the estimator is somewhat sensitive to changes in vehicle and
the tuning parameters of the Kalman filter. But for small parameter variations
the estimator is fairly robust.

6.2 Future Work

Some possibilities for future work are listed below:
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Conclusions and Future Work

More analysis of the engine torque signal and investigate when it is reliable
and not.

When the inclination sensor is used, extend to estimate an additional pa-
rameter to vehicle mass.

Improve the vehicle model, and more accurately model the forces in the force
balance equation.

Use altitude information, for example through a GPS receiver. During this
project, some work was done in simulation with altitude as an extra mea-
surement with quite promising results.
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