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Abstract

The controls for a parallel hybrid electric truck are optimized using numerical
optimal control. Trade-offs between catalyst light-off times, NOx emission and
fuel consumption have been investigated for cold starts at two operating points,
as well as temperature differences between conventional and hybrid powertrains
during WHTC (World Harmonized Transient Cycle). A model describing the
temperature dynamics of the aftertreatment system is implemented as well as
temperature-based deNOx performance for both Cu-Zeolite and Fe-Zeolite cata-
lysts. Control is performed in a piecewise linear fashion, resulting in a total of
23 states including control signals. It is shown that high temperatures can be a
larger threat to catalyst performance when running the WHTC than low temper-
atures, for both conventional and hybrid powertrains. Furthermore, decreasing
the light-off time of the catalyst does not always lead to decreased NOx emission,
instead there is a trade-off between light-off time and NOx emission. It is found
that there are controls that will realize decreased NOx emission for a hybrid truck
during cold starts at the expense of increased fuel consumption.
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1
Introduction

Hybrid electric vehicles (HEVs) have seen a surge in popularity due to the ever
increasing demands placed on emissions and efficiency. This has opened up a
new field of issues relating to the additional degree of freedom provided by the
dual energy sources. The answer to the question of when to use the electric motor
(EM) and when to use the internal combustion engine (ICE) can vary depending
on what end result is desired. In the case of minimizing fuel consumption, tech-
niques such as the Equivalent Consumption Minimization Strategy (ECMS) are
well established.

While the solution provided by ECMS is near-optimal [7], it does not account for
the natural cooling of the exhaust system that occurs during prolonged electric
propulsion, potentially leading to increased particulate emissions due to the cat-
alyst falling below its operating temperature. Re-heating of the exhaust system
requires additional energy in some form, usually provided by the combustion of
additional fuel. This detracts somewhat from the apparent benefits offered by
hybridization. In order to maximize the use of the hybrids potential as an envi-
ronmentally friendly technology, it is of interest to ascertain the optimal balance
between fuel economy and heat generation required to maintain functionality of
the aftertreatment system.

1.1 Objective

The main focus of this thesis is to investigate the optimal control of a parallel
electric hybrid diesel truck with respect to maintaining low out-of-pipe emissions
while minimizing fuel consumption throughout a chosen driving cycle. The effi-
ciency of the deNOx system is directly correlated to the temperature of the cata-
lyst.
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2 1 Introduction

Power distribution for HEVs can be improved by taking into account engine and
catalyst temperatures in addition to the state of charge (SOC) and engine speed
used by established methods such as ECMS and dynamic programming (DP). The
increase in dimension caused by these additional states is severely impairing to
such methods, which is why a new optimization environment will be devised
using numerical optimal control methodology. This environment should allow
for analysis of the trade-off between, for instance, fuel mass flow and NOx emis-
sion. The performance and applicability of the described method can then be
compared to those of DP and ECMS where possible. Questions answered in the
process of such an analysis, and the outline of a workflow, are:

• Which temperatures occur in the diesel engine and exhaust system dur-
ing WHTC and steady-state conditions, and are there operating conditions
where they fall below the values required by the exhaust system?

• Comparing a conventional powertrain with a hybrid powertrain, how does
the exhaust system temperature change under the same driving conditions,
and how does this affect NOx reduction?

• Comparing a conventional powertrain with a hybrid powertrain, what are
the optimal cold-start strategies with respect to fuel consumption and NOx?
What are their differences and similarities?

• Does combustion of fuel for the purpose of heating the catalyst improve
deNOx performance, and if so, what is the fuel cost per NOx reduction?

• Is numerical optimal control a suitable method for this type of problem?

1.2 Related research

Dynamic programming (DP) is a method described by Richard Bellman as a way
of treating multi-stage decision processes [4], which provides the global optimum
by minimizing a cost function. It has been applied extensively when calculating
the power distribution of HEVs, where the decision being made is whether to use
the ICE or the EM. DP suffers from the drawback that it requires some knowledge
of the route a priori [27], which is not always available. Furthermore, significant
computational effort is involved and its complexity grows exponentially with the
number of states included, referred to as the curse of dimensionality. Due to these
limitations DP is not considered viable as an online control strategy [13] but may
rather (in the general case) serve as a benchmark comparison for other methods.

A comparison between DP and ECMS shows that the latter may provide a local or
global optimum depending on the fulfillment of certain criteria, with little prac-
tical difference in results when compared to DP [7]. It could therefore potentially
serve as a benchmark instead of DP. ECMS is based on Pontryagin’s minimum
principle (PMP), and associates power consumption from the battery with future
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fuel consumption via a so called Hamiltonian which, when minimized, provides
an optimal control trajectory with respect to fuel consumption [13]. Because the
costate of the Hamiltonian relating to SOC can be assumed constant, its value can
be computed at every instant with a feedback, allowing for online use.

Although it was stated in the introduction of this thesis that ECMS does not take
into account the heat transfer of the engine and exhaust system, Serrao et al. [32]
have shown how boundary conditions and cost function can be modified to in-
clude additional states such as temperature or emissions. However, the costates
related to these added states vary with coupled dynamics and thus cannot be as-
sumed constant. In the study, the initial values for these costates are searched
for manually and the authors conclude that implementation of the strategy is
difficult offline and impossible online for the case of engine and catalyst temper-
atures.

Kessels et al. [34] have evaluated the tradeoff between operational cost and NOx
emissions for a series hybrid truck. By using driveline- and aftertreatment mod-
els they estimated the monetary cost of consumed fuel and AdBlue and weighted
it against emissions on hamiltonian form, using PMP. This allowed them to plot
optimal trajectories through the ICE efficiency map for minimization of cost or
emissions, as well as the combined solution. Simulation results using the Federal
Test Procedure cycle showed that there was little room for influence with regard
to cost due to the fixed power demand of the cycle and the constant cost of fuel,
whereas the emissions could be controlled over a larger range. They also noticed
how, when minimizing emissions, some constant power outtake from the ICE re-
mained in regions where the cost effective optimization had turned it off, thus
preventing the temperature from dropping. Furthermore, in these regions, the
power outtake from the ICE was used to charge the battery.

Ma and Wang [28] have developed an integrated model based strategy for a par-
allel HEV which takes into account fuel consumption, NOx emissions, ammo-
nia slip and road grade. The case of ammonia slip is interesting because when
targeting high NOx conversion, more urea is injected into the exhaust gases. If
the urea quantity is too large in proportion to NOx, ammonia will exit with the
tailpipe emissions without reacting. Effectively, reducing one pollutant can cause
an increase of the other. The strategy presented, however, showed reduced fuel
consumption, NOx emissions and ammonia slip when compared to another un-
specified energy management strategy, indicating that proper control can allow
for such paradoxical phenomena to be circumnavigated.

Direct methods of numerical optimal control can be used to approximate a con-
tinuous problem with a finite nonlinear program for which solution methods ex-
ist. Two such methods are direct multiple shooting and direct collocation. Direct
multiple shooting discretizes the time into finite segments for each of which an
initial piece-wise constant control is guessed. The states are then integrated inde-
pendently over each segment based on these controls and end-value constraints
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help to sow together the segments. Direct collocation is a method in which the
time is discretized into segments, each containing a chosen number of so-called
collocation points. A polynomial is fitted so that its value and derivative coincide
with those of the states in these points, but is free to deviate in between.

1.3 Delimitations

The scope of this thesis has been limited in order to ensure continuous progress.
The delimitations are listed below, but may also be discussed further in relevant
chapters.

• No complete vehicle model is investigated. Only the driveline and aftertreat-
ment system is present.

• The investigated driveline is of a parallel hybrid configuration.

• The throttle is fully opened in all experiments.

• No urea injection or ammonia slip models are implemented.

• The direct collocation optimization method is used in all experiments.



2
Theory and background

In this chapter the theory of catalysis, aftertreatment and related components is
presented in order to provide necessary background knowledge.

2.1 Catalysis

Catalysis is a phenomenon where an additional substance (called catalyst) is used
to increase the rate of a chemical reaction without consuming the substance. In
the automotive application, heterogeneous catalysts are commonly used. The
heterogenity comes from the catalyst being solid and the reactants being in gas
phase. The catalyst substance is usually introduced as a washcoat on the surface
of an inert porous structure on which the reactions take place [10].

For a reaction to occur, a certain activation energy has to be supplied to the reac-
tants. This activation energy can be reduced significantly by a catalyst, which will
adsorb the reactants. In their adsorbed state, only a small amount of additional
energy is required for the reactants to undergo their desired reaction and desorb
from the catalyst. A comparison between the normal and catalytic reaction pro-
cesses is seen in Figure 2.1. It is the heat in the exhaust system that supplies the
catalytic activation energy, which is why the temperature is of importance. The
reaction rate k can can be described by the Arrhenius Equation (2.1),

k = A · e−
Ea
RT (2.1)

where A is the reaction rate if there was no required activation energy, according
to the kinetic molecular theory. This rate is then affected by the ratio between
activation energy Ea and the kinetic energy RT , where R is the gas constant and

5



6 2 Theory and background

T is temperature. The dependence of the reaction rate on temperature is usually
visualized by rewriting Equation (2.1) on the form of Equation (2.2), the plot of
which can be seen in Figure 2.2.

ln(k) = ln(A) − Ea
RT

(2.2)

Figure 2.1: Comparison between regular and catalytic reaction in terms of
energy required. Blue curve is the catalytic reaction which proceeds in three
steps, adsorption, reaction and desorption. The red curve is the regular re-
action which happens in one step, requiring more activation energy.

In automotive applications, a heterogeneous catalyst is used and bound in a wash-
coat on a metal och ceramic structure designed for large surface area. There
are a number of used compositions of catalyst used in automotive catalysts, all
with their special properties. Vanadium-based, copper-Zeolite (Cu-Zeolite) or
iron-Zeolite (Fe-Zeolite) is the most common catalyst in SCR catalysts for mo-
bile diesel engines [23]. Cu-Zeolite enables better deNOx performance at lower
temperatures than Fe-Zeolite, but Fe-Zeolite outperform Cu-Zeolites at higher
temperatures. Girard et al. has shown that a combination of Cu-Zeolite and Fe-
Zeolite can give a good compromise between the benefits and drawbacks of the
two [35].
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1/T

ln
(k

)

Figure 2.2: Relationship between reaction rate and temperature according
to the Arrhenius equation, where the slope is Ea/R

2.2 Emissions and aftertreatment

Diesel is composed of hydrocarbons (HC), and the chemical formula is in the
range of C10-20H8-42. When combusted, a number of substances that are harmful
to health and environment are formed. [11]

Carbon monoxide (CO) is directly harmful to human health, with symptoms
ranging from cardiovascular and neurobehavioral effects to unconsciousness and
death depending on the level of exposure [15]. Nitric oxide (NO) and nitrogen
dioxide (NO2), collectively referred to as NOx, are greenhouse gasses which also
contribute to smog and acid rain which in turn contributes to acidification of the
local environment [17]. Particulate matter (PM), has been linked to respiratory
and cardiovascular diseases [41]. In order to mitigate these effects the exhaust
gasses from the engine pass through an aftertreatment system in which various
chemical reactions convert the harmful substances into less severe ones.

For a heavy duty diesel truck, such a system can contain a plethora of compo-
nents. In the studied case, the aftertreatment system consists of components in
the following order:

1. Diesel Oxidation Catalyst (DOC)

2. Diesel Particulate Filter (DPF)

3. Selective Catalytic Reduction (SCR) + AdBlue

4. Ammonia Slip Catalyst (ASC)
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An illustration of this exhaust system can be seen in Figure 2.3 and the individual
components are described in detail section-wise below.

Figure 2.3: Schematic overview of the aftertreatment system for the heavy
duty truck examined.
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2.2.1 Diesel oxidation catalyst

The first step in the aftertreatment system is a diesel oxidation catalyst, whose
function has been described extensively by Russel and Epling [33]. They de-
scribe that the traditional function of the DOC is to oxidize HC and CO which
are formed by incomplete fuel combustion. These substances are adsorbed to the
surface of the catalyst along with oxygen with which they react. HC and CO can
both inhibit conversion of the other due to competitive adsorption onto the cata-
lyst.

Nitrogen present in the air is also oxidized in the DOC, giving rise to NO and
NO2. A portion of NO (which constitutes approximately 90% of the NOx) can be
converted into NO2 in the DOC according to Equation (2.3), which is beneficial
to the function of downstream components.

2 NO + O2 −−−→ 2 NO2 (2.3)

Russel and Epling also note that controlling both NOx and PM at the same time is
difficult below certain temperatures; 200-300 ◦C for light-duty engines and 300-
450 ◦C for heavy-duty engines.

In a study of P t-P d catalysts, Balakotaiah et al. [18] showed results pertaining to
light-off temperatures for different constituents in diesel exhaust. The tempera-
tures differed based on the P t:P d ratio, but ranged between 180-230 ◦C for CO
and 230-330 ◦C for various hydrocarbons, and for a standard mixture of CO and
HC remained within the span 180-330 ◦C. The pure P d catalyst showed the low-
est light-off temperatures for most of the constituent substances, which is due to
P d having a lower light-off temperature for CO, thus reducing the inhibition of
HC conversion.

2.2.2 Diesel particulate filter

The next step is a diesel particulate filter, whose main function is to trap particles
present in the exhaust gases. Such a filter consists of multiple parallel channels
into which the exhaust gases flow. Half of these channels are blocked at the inlet
side and the other half is blocked on the outlet side, forcing the entering gasses
to pass through the porous wall separating the channels, leaving its particles be-
hind. PM will accumulate in the filter over time, leading to decreased efficiency.
Techniques for counteracting these effects are referred to as ’regeneration’, and
usually depend on combustion or catalysis [33].
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2.2.3 Selective catalytic reduction

This is where the benefits of the NO → NO2 conversion in the DOC are reaped.
After leaving the DOC and DPF, ammonia (NH3) is added to the exhaust gases
before reaching another catalyst where they are subject to selective catalytic re-
duction. SCR reduces NO and NO2 emissions by either of three reactions:

4 NH3 + 4 NO+O2 −−−→ 4 N2 + 6 H2O (2.4)

2 NH3 + NO + NO2 −−−→ 2 N2 + 3 H2O (2.5)

8 NH3 + 6 NO2 −−−→ 7 N2 + 12 H2O (2.6)

Where (2.4) is referred to as a standard SCR reaction, (2.5) is a fast SCR reaction,
and (2.6) is a slow ditto. It is the fast reaction that is facilitated by the presence
of NO2 in addition to NO. More specifically, it is the presence of both of these
substances that allow the fast reaction to occur, which is also suggested by its for-
mula. This means that when the NO2/NOx ratio is around 0.5 all of the NOx can
be handled by the fast reaction. The ideal amount of ammonia for the fast reac-
tion is a 1:1 ratio between ammonia and NOx. Masaoki and Hirofumi [17], who
have studied the phenomenon, attributed stringent adherence to emission regula-
tions to this fast reaction caused by the synergy between the DOC and SCR. They
also state that it is difficult to maintain the desired ratio due to changes in the
NOx concentration, flow rate and temperature, and that it is especially difficult
at low temperatures due to the DOC not performing its conversion to the same
degree.

Figure 2.4 shows NOx conversion based on temperature and composition. In
order to achieve 80% conversion for all compositions, a temperature of 350 ◦C
would have to be maintained, whereas if the composition is around 50% NO2
temperatures downward of 170 ◦C are adequate. However, the functionality of
the DOC is limited below 200 ◦C, so it is unlikely to find a scenario where the
NO2/NOx ratio is 0.5 below such a temperature.

The flow rate of the exhaust gasses affect NOx conversion in such a way that
a higher flow may result in the gasses passing by the catalyst too quickly for
a reaction to occur. This effect is often measured using the space velocity of
the gas, which is defined as the volumetric flow rate divided by catalyst reactor
volume. Baik et al. [8] reported on the effects on NOx conversion of various
space velocities for a Cu-Zeolite catalyst, showing that the largest effects occur at
temperatures below 200 ◦C and increase again above 400-450 ◦C.

Urea injection and decomposition

Ammonia is a very suitable reactant for reducing NOx in exhaust gases. Due to
its odour, toxicity at high concentrations and boiling point of -33 ◦C it is hard
to handle and store in a mobile application such as a vehicle [16]. Urea, on the
other hand, will with ease decompose to ammonia through direct or through mul-
tiple reactions. DEF (Diesel Exhaust Fluid) or AdBlue consists of 32.5% urea and
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Figure 2.4: Schematic NOx conversion for different temperatures and com-
positions using a Fe-Zeolite catalyst. Recreated from data compiled by
Masaoki and Hirofumi [17].

67.5% de-ionized water and is most commonly used in automotive applications
[3].

When AdBlue (CO(NH2)2 + H2O) is injected into the exhaust gas stream, the wa-
ter will quickly evaporate due to the high temperatures of the exhaust gas flow,
leaving urea (CO(NH2)2). If urea is heated in a slow fashion, decomposition into
biuret, triuret, ammonium isocyanate will occur alongside decomposition into
ammonia at temperatures ranging from 80 ◦C to about 180 ◦C. The ammonia
formed by decomposition of urea reacts with the urea itself. Above 180 ◦C urea
may decompose to cyanuric acid or other compounds of higher molecular weight.
However, if urea is subject to very fast heating the main reaction occurring is de-
scribed by Equation (2.7), producing ammonia and isocyanid acid (HNCO). [36]

CO(NH2)2 + 185.5 kJ/mol −−−→ NH3 + HNCO (2.7)

HNCO + H2O −−−→ NH3 + CO2 + 95.9 kJ/mol (2.8)

If urea is not heated fast enough, isocyanid acid from reaction (2.7) may re-
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act with urea or even with itself to create aforementioned compounds of higher
molecular weight, especially in high temperatures [36]. Isocyanid acid will hy-
drolyze rapidly according to Equation (2.8) on the surface of any metal oxide,
such as V2O5 or TiO2, that is present in the SCR [9]. Kleemann et al. [20] have
made an extensive analysis of HNCO decomposition on various catalysts contain-
ing various compositions of tungsten (W) and vanadium (V) and they found that
there is a sharp decrease in conversion efficiency at temperatures below 180 ◦C
for most catalyst compositions.

In ideal conditions, reaction (2.7) and reaction (2.8) may be carried out simultane-
ously accordingly to reaction (2.9), only 185.5 - 95.9 = 89.6 kJ/mol of activation
energy will be required for the reaction to occur [36].

CO(NH2)2 + H2O + 89.6 kJ/mol −−−→ 2 NH3 + CO2 (2.9)

There are many difficulties with urea injection as it is hard to predict how much
ammonia is required in the SCR for best performance during the acting condi-
tions. Temperature variations will affect the catalysts ability to store ammonia
and variations of compositions of the exhausts will effect the reaction processes.
Furthermore, too high NH3/NOx ratio will lead to ammonia-slip which may lead
to increased pollution through N2O production in the ASC.

2.2.4 Ammonia slip catalyst

In some conditions, the ammonia injected into the exhaust gases will fail to react
and bypass the SCR. This is often referred to as ammonia slip. Ammonia has
a very strong odor and is irritating on the mucous membrane when exposed to
high doses. Ammonia occurs naturally as a fertilizer and will thereby contribute
to soil acidification [14].

Fine and ultra fine particle emissions from diesel engine are formed by two modes.
Solid soot from the combustion process, ranging from 40 to 150 nm and nucle-
ation mode of more volatile compounds, often smaller than 30 nm. While solid
soot is effectively converted to less harmful substances in the DOC and DPF,
aerosols formed by nucleation is not considered in legislation and are thereby
often neglected [21]. Koronen et al. [22] has found that the presence of ammonia
in the atmosphere enhances the binary H2SO4 – H2O nucleation rate by several
magnitudes. Ammonia emission, however, is legislated for diesel trucks and are
therefore considered in the aftertreatment system.

Girard et al. [6] have identified three routes to ammonia slip:
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• Incomplete SCR reaction (i.e. NOx conversion efficiency less than
NH3/NOx ratio from urea injection).

• Release of stored NH3 from SCR, primarily from a catalyst temperature
change affecting catalyst storage capacity.

• Incomplete decomposition of the injected urea upstream the SCR, leading
to NH3 formation in or downstream the SCR.

The amount of ammonia required for best deNOx performance is mostly depen-
dent on temperature, space velocity and composition of the exhaust gases. P.M.
Kleeman [19] has found for a TiO2 – WO3 – V2O5 catalyst that when the am-
monia concentration exceeds 20 ppm there is only a slight increase in deNOx
performance. At this point, the SCR reactions (2.4), (2.5) and (2.6) are saturated
and the increase of ammonia content will mostly lead to increased ammonia slip.

At exhaust temperatures near but below about 200 ◦C, the water in the injected
urea solution will evaporate, but urea may be left in solid state. The solid urea
may be adsorbed on the surface of the catalyst. In a later stage, when the engine
is subject to a higher load and the exhaust temperatures rises, the solid urea will
decompose into ammonia. At this point, the released ammonia may contribute
to a NH3/NOx ratio higher than 1, thus resulting in significant ammonia slip.
Well tuned urea dosing systems will strive to account for this effect by reducing
injected urea during temperature ramps. However, this effect is erratic, making
it difficult to compensate for it in a satisfactory matter [38].

Furthermore, urea that already have decomposed into ammonia can be stored on
the surface of the SCR catalyst. The catalysts ability to hold ammonia is strongly
dependent on temperature. As the temperature increases, the ammonia absorbed
on the catalysts decreases. Thus, ammonia is released into the exhaust flow. If
not properly taken into account by the urea dosing system, this may lead to a
NH3/NOx ratio higher than 1 with extensive ammonia slip as a result [38].

While it is possible to enhance the performance of the SCR in terms of NH3 slip,
for instance by reducing injected urea, it often comes to a cost is terms of de-
creased deNOx performance. However, by utilizing an ammonia slip catalyst
downstream the SCR, the SCR can be tuned for best deNOx performance, whilst
the excessive ammonia is taken care of downstream the SCR in the ASC.

There are three main reactions in the ASC whereas only one is desirable. Equation
(2.10) creates NO which counteracts the very benefit of the SCR, thus reducing
the net NOx conversion efficiency. Equation (2.11) produces N2O, nitrous oxide
which is a very potent greenhouse gas. Compared to carbon dioxide, nitrous ox-
ide is approximately 289 times more potent as a greenhouse gas. In addition,
N2O contributes in large extent to stratospheric ozone depletion [37]. The third
reaction, equation (2.12) converts the ammonia to nitrogen and water, both harm-
less. Thus, this reaction is preferred above the others.
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4NH3 + 5O2 → 4NO + 6H2O (2.10)

2NH3 + 2O2 → N2O + 3H2O (2.11)

4NH3 + 3O2 → 2N2 + 6H2O (2.12)

In contrast to the SCR catalyst where the amount of ammonia available for reac-
tions can be controlled through the injection of urea, the purpose of the ASC is
to handle whatever superfluous ammonia that slips through the SCR. Therefore,
the ASC does not have any degrees of freedom except the composition of the cat-
alyst itself. The three reactions (2.10), (2.11) and (2.12) are very similar and as
the ASC lacks degrees of freedom, one is unable to tune for best selectivity to
nitrogen. However, Hünnekes et al. [38] has found that increased temperature
affects the selectivity to nitrogen of the ASC.

2.3 Emission standards

European emission regulations were introduced for heavy-duty trucks in 1992
with EURO I. Since then, several new stages of regulations have been introduced.
Since 2013, EURO VI is the acting emission standard in EU [12]. As a result of
the stringency of the regulations, truck manufacturers are constantly looking for
more efficient engines in terms of energy conversion and minimization of pollu-
tion.

EURO VI regulates the amount of harmful residual products forming when burn-
ing fuel in the combustion engine. To verify that the engine complies with the
regulations, the engine is tested in laboratory environment for both steady-state
and transient behaviour as well as off-cycle testing. As of EURO VI, the WHTC
(World Harmonized Transient Cycle) and WHTS (World Harmonized Stationary
Cycle) which is based on the world-wide pattern of real heavy commercial tucks,
is used [12].

Myung et al. [31] tested a Daimler AG HD truck for the old and new european test
cycles. Myung et al. found that the WHTC/WHSC features more realistic driving
conditions with lower engine speed and load in rural and urban areas compared
to the ETC and ESC. In these regions, the exhaust temperatures were found to
be 100–150 ◦C lower for the WHTC/WHSC. During motorway driving, however,
Myung et al. found that the WHTC/WHSC features higher torque demand result-
ing in 100–120 ◦C higher exhaust temperatures [31]. Hence, the performance of
the aftertreatment system is tested in a more widespread area of operation.

The transient driving cycle WHTC consists of a normalized speed and torque
map expressed as percentage of maximal engine speed and torque. The specific
engine that is to be tested is firstly tested in an engine test cell to construct an
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engine map. The WHTC is then denormalized to the specific engine. After an
engine map is constructed and the WHTC is denormalized, the engine is forced
to cool down to 20–30 ◦C. A cold start emission test is than performed followed
by a hot soak period to ready the engine for the hot start emission test. Lastly, the
engine is subject to the full cycle test run. [30]

United States Environmental Protection Agency (EPA) and National Highway
Traffic Safety Administration (NHTSA) have jointly adopted a so called ”Phase
2” program that promotes a new generation of greener trucks in terms of fuel
efficiency and thereby CO2 emission [1]. The program stretches to year 2027 and
aims to include the effect of technologies not yet exploited in determining the
expected fuel consumption reduction. Up to 25% fuel reduction is expected on
class 7 and class 8 combination tractors and a up to 9% reduction is expected
for trailers. Enhancing aerodynamics, reducing rolling resistance and weight re-
duction is identified as some of the areas that needs to be addressed in order to
achieve the CO2 reduction expected. For the engine itself, an up to 5% reduction
of CO2 emission is expected. Reduced internal friction, waste heat recovery and
improved emissions aftertreatment are identified as some of the areas of possible
improvement.





3
Optimization environment

The optimization environment developed in this thesis consists of several differ-
ent parts. The HEV is modeled by a diesel engine, NOx maps, electric motor loss
map, a battery pack and an aftertreatment system. No complete vehicle model
is used since the propulsion and corresponding emissions are the main interest.
All of the models are described further in Section 3.5. CasADi [40] reformulates
the models into symbolic ones. YOP [25] then uses the symbolic models in the
creation of an optimal control problem (OCP), containing initial and final values,
constraints and cost function etc. The OCP along with a simulated initial guess
is used to create a nonlinear problem (NLP). IPOPT [39], which is described in
its documentation as an open source software package for large-scale nonlinear
optimization, is then used to solve the NLP. For further information about these
external packages the reader is referred to their respective documentations. A
visualization of the optimization process is displayed in Figure 3.1.

3.1 Development procedure

At the start of the thesis an example case exists for optimal tip-in using only the
diesel engine. This case investigates the controls to quickest achieve steady-state
conditions after a step in engine load. The engine operates at a fixed specified
speed throughout the experiment, which is insufficient for the purposes of this
thesis. The main alterations required are integration of the additional models
(electric motor and aftertreatment system) and implementing the capability of
following a specified drive cycle. The cost function can easily be adapted to suit
whatever case is desired. The model is expanded incrementally and each added
feature is tested and verified before the next feature is piled on. This is to de-
crease the difficulty of debugging.

17
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Figure 3.1: Visualization of the optimization environment and process. The
models are used both in formulating an optimal control problem, simulating
to acquire an initial guess and finally simulating using the optimal controls.

3.2 Lookup tables

To be able to define a non-linear problem (NLP) using YOP, the model must be
continuously differentiable. Therefore, there must be no logic expressions or
other discontinuous operations within the model. To be able to include, for ex-
ample, efficiency and NOx maps in the model formulations, the CasADi function
casadi.interpolant is used to create lookup tables for all discontinuities and maps.

Very finely gridded lookup tables are demanding for the NLP solver and increases
the duration of each iteration in the optimization. Furthermore, a finely gridded
lookup table takes a long time to create. Therefore, the lookup tables are de-
signed so as to receive acceptable performance whilst keeping the complexity
low. Lookup tables are created for the following applications:
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• Electric motor power loss map

• NOx map

• WHTC engine speed profile

• WHTC engine acceleration profile

• WHTC engine torque profile

The electric motor power loss map was given for equally spaced values of electric
motor speed and output torque. The data is smooth and continuous which en-
ables the lookup table to be created from very few data points whilst providing
the required accuracy.

The lookup table for the WHTC engine speed profile is created from equally
spaced data points four times denser than the original data made by linear in-
terpolation. The acceleration profile is created from finite differentiation of the
speed profile and this data is also four times denser than the original data.

The torque profile is erratic and occasionally jumps from a high torque value to a
negative torque from one point to the next. Therefore, it is harder to approximate
the profile with the casadi.interpolant function. The original data for the torque
profile consists of one torque value per second. Using an extremely dense equally
spaced grid to capture the behavior is not an option as too much computational
power is required to handle the resulting interpolant function. Still, densely sit-
uated data points are required at every original data point since large ripples
will occur otherwise, see Figure (3.2). To account for this while keeping the in-
terpolant function minimal, four data points in each direction from an original
point is linearly interpolated, see Figure (3.3). This way, the resulting interpolant
function is minimal but accurate and without large ripples around data points
where the derivative changes as can be seen in Figure (3.3).
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3.3 Denormalization of WHTC

WHTC is a normalized driving cycle designed to be adapted to each individual
engine, as previously described in section 2.3. The engine speed and torque pro-
file of WHTC is formulated as normalized percentage values that needs to be
denormalized for the specific engine. This denormalization is performed in Ap-
pendix A under the assumption that the electric motor is utilizing 1000 Nm of
torque during engine braking.

3.4 Solver initial guess

YOP requires an initial guess on the control signal vector as well as an initial
guess on the state vector. This initial guess is utilized in the solver in the first iter-
ation and every iteration is made by a step from the previous iteration. Also, the
solver may go back to an earlier iteration if it finds bad solutions (complex num-
bers etc.) or if the objective function is not decreased during the last iteration.
Therefore, a good initial guess will enable the solver to find the optimal solution
faster and easier. Furthermore, for a non-convex problem an initial guess close
to the optimal solution may be necessary for convergence of the solver.

As the state vector largely depends on the control signals through the dynamics
of the model, the initial guess of the state vector is obtained through simulation
of a guessed control vector. For a conventional engine, the initial guess on fuel
injection can be done with good accuracy using a simple linear scaling and offset
of the torque demand due to the strong correlation between the fuel injected and
the shaft torque. For the throttle and wastegate control signals, it is more diffi-
cult to estimate the behavior throughout the cycle. Therefore, the wastegate is
assumed closed and the throttle opened.

3.5 Model description

The model is controlled in a piecewise linear manner, where the pieces are, for
example, the collocation intervals when using direct collocation. The linearity
comes from keeping the derivative of the control signals constant, as opposed to
the more common piecewise constant case where the control signals themselves
are kept constant. This provides smoother transitions between intervals since the
control signals remain continuous. Furthermore, using linear control signals in
the optimization is more realistic than constant controls for each interval. See
Figure 3.4 for an illustration.
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Figure 3.4: Schematic plot of the piece-wise constant derivative of the con-
trol signal for each time interval in bars and the piece-wise linear control
signals in solid red.

3.5.1 Electric motor

The electric motor has a maximum power of 155 kW and a maximum speed of
3000 rpm. It can deliver a maximum torque of 1500 Nm at motor speeds be-
low about 1000 rpm. Above 1000 rpm, the maximum torque decreases as the
maximum power is achieved and kept constant as the motor speed increases, see
Figure 3.5. The motor is assumed to be mounted in line with the engine, thus,
the motor speed will equal the engine speed and no mechanical losses in trans-
mission from the electric motor will be modelled. However, mechanical losses
and electrical losses are present throughout the operating range of the electric
machine as can be seen in Figure 3.6.

The constraints on the maximum torque is modelled using two independent func-
tions. The first is linear and will limit the torque in regions below 1000 rpm,
where the torque is not to exceed 1500 Nm. The other one is a third order polyno-
mial, which catches the behaviour of the decreasing torque at increasing motor
speeds. In Figure 3.7 the four blue curves represent the individual constraints on
motor torque and the red dotted curve is the maximum torque.
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Figure 3.6: Map of electric motor power losses (W) in different operating
points. The orange line marks torque limit up to around 1050 rpm and
power limit thereafter.
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3.5.2 Battery

The battery for the truck is made out of several LiFePO4 cells. Data for a single
specific cell includes capacity, nominal voltage and voltages corresponding to
seven state of charge values, among with other data. The nominal voltage of each
cell is 3.3 V, the capacity is 2.3 Ah and the cell can deliver and receive a maximum
of 35 A. High currents are related to high resistive losses which can be seen by
combining Ohm’s law with Joule’s law, resulting in equation (3.1).

P = R · I2 (3.1)

A high battery voltage is preferred as the current required for a specific power
output decreases with increasing battery voltage according to Ohm’s law. How-
ever, increasing the battery voltage increases the required number of series con-
nected cells. For Li-ion batteries, each series cell pack needs to be balanced for
their voltages not to drift from each other during repetitive charge and discharge
cycling. A battery monitoring system (BMS) does just that. However, a BMS be-
comes more expensive and complex as more cell packs are configured in series,
which is why it is also of value to limit the number of series connections (even
though the battery pack is assumed to be balanced in the model). The nominal
battery voltage is chosen to 650.1 V, which corresponds to 197 series cells.

The battery is dimensioned to be able to handle the maximum power request
from the electric motor which occurs at an engine speed of 1154 rpm. The max-
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imum torque produced at this engine speed is 1301 Nm with a conversion effi-
ciency of 87.64%, resulting in a required electrical power of 179.4 kW and a de-
livered mechanical power of 157.2 kW. With a nominal battery voltage of 650.1
V, the required current is approximately 276 A. Each cell can deliver up to 35
A, thus, a minimum of 8 parallel cells in each series pack is required. With this
configuration the capacity of the battery is 18.4 Ah or about 12 kWh.

The SOC vs. open circuit voltage (Uoc) will be used in the optimization to extract
Uoc given the value of state of charge. Therefore, it is crucial that the state of
charge can be seamlessly converted to open circuit voltage throughout the usable
SOC range of the battery. This is done by utilizing a “Piecewise Cubic Hermite
Interpolating Polynomial”, ‘pchip’ in Matlab. The result of this interpolation can
be seen as the solid blue curve in Figure 3.8.

The SOC vs Uoc can be approximated by a cubic polynomial function from SOC-
values ranging from 0.2 to 0.8, equation (3.2), which later can be used in the
optimal control parser. Above and below this interval, the battery is subject to
rapid voltage increase/decrease for changing SOC values, thus, these areas are
avoided. Storing LiFePO4 batteries at high SOC will decrease their lifetime [2],
emphasizing the importance of not overcharging the battery and of storing the
cells at a moderate charge level. Furthermore, J. R. Belt et al. [29] has found that
increased SOC span during battery cycle testing increases the aging of the battery.
Therefore, the SOC of the battery is chosen to be kept between 25% and 50% as
indicated by the green area in Figure 3.8. Thus, the usable capacity of the battery
is approximately 4 kWh. Due to the high charging power capacity of the cells,
the battery will fully charge in about 80 seconds during extreme conditions. This
means that the battery will be able to fully discharge/charge during relatively
short driving missions.

Uoc = 115.91 · (SOC)3 − 183.11 · (SOC)2 + 110.17 · (SOC) + 634.46 V (3.2)

3.5.3 Diesel engine

For the engine, the LiU-diesel 2 [24] model was used. Unlike the first LiU-diesel
it does not have exhaust gas recirculation or variable geometry turbine. The stan-
dard model has four states, to which states for NOx and engine speed has been
added for a total of six states:

• Charge air cooler pressure

• Intake manifold pressure

• Exhaust manifold pressure

• Turbocharger angular velocity
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Figure 3.8: Open circuit voltage as a function of state of charge. Red dotted
lines indicates the limits to the fitting of the polynomial in Equation (3.2).
Solid blue curve is the interpolation of the seven data points given and the
dotted black curve is the fitted polynomial. Green area indicates the SOC
range that will be used.

• Engine out NOx

• Engine speed

The engine out NOx state is required both for direct inspection of the emissions
and for passing along the values to the aftertreatment model. The state works as
an integrator so that NOx accumulates over time. While the temperature dynam-
ics of the exhaust system are slow, the out-of-engine NOx is assumed to travel
from the engine to the SCR catalyst instantaneously. Thus, no extra state for NOx
is required for each component in the exhaust system.

Engine speed is added as a state in the engine model. Since the desired driving
cycle is known, the dynamics of the state can be described by finite differences
of the speed profile of a drive cycle. These differences are interpolated for resolu-
tion and stored in a CasADi lookup table. This way, only an initial value for the
engine speed needs to be specified and the derivative at any given time is fetched
from the table.

The use of the lookup table for the dynamics leads to significant drift in engine
speed, as shown in Figure 3.9. This is because, while the table is indeed contin-
uous, only one value is fetched for the given time and used for the entire dis-
cretization interval. This is corrected by implementing a proportional feedback
on the derivative, with the error function as the difference between the speed at
the given time (also retrieved from a CasADi lookup table) and the current value
of the engine speed state as seen in Equation (3.3).
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dN = dNlut + kp · (Nlut − N ) (3.3)

Figure 3.9: Engine speed for the first 720 seconds of WHTC and correspond-
ing guess for fuel injection trajectory (black) in comparison to drifting values
acquired from a lookup table without the use of a feedback (red). The show-
cased drift in engine speed, seen as the difference between red and black
curves, causes the optimization to fail 720 seconds into the 1800 second cy-
cle.

The standard controls for this model are unchanged:

• Fuel injection

• Throttle position

• Wastegate position

Engine-out NOx

The NOx emissions from the engine may be of interest when, for instance, assess-
ing the performance of the aftertreatment system. By comparing the exhaust that
leaves the engine with those that exit at the tailpipe, the effect of the aftertreat-
ment can be seen. The engine-out NOx produced during combustion is modeled
with the use of a lookup table based on a NOx map. The map is illustrated in
Figure 3.10.

The map is extrapolated below the friction torque curve to ensure that no nega-
tive NOx values occur. While maximum torque is modeled in the LiU Diesel 2
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engine model, the minimum torque (from friction) was found by fitting a second
order polynomial to friction data acquired through iterative simulation of the
model. The extrapolation of the map is done based on points that are selected in
order to give a slightly generalized and smoothed result.

Figure 3.10: Emission map for NOx with engine operating region marked in
orange. The negative lower limit describes the friction torque when no fuel
is injected. The largest values are present when most fuel is injected, i.e. at
the maximum power.

3.5.4 Aftertreatment system

The exhaust aftertreatment system (EATS) model consists of a DOC, DPF and
SCR, and is fed with exhaust manifold temperature and mass flow from the en-
gine model. The components of the system are split into segments, each of which
contain a state for temperature. The DOC has two segments (and thus two states),
the DPF has three, and the SCR has five segments and states. The temperature of
the last segment of the DOC is equal to the first temperature in the DPF, and the
last temperature in the DPF is equal to the first of the SCR.

Validation of the model is performed by comparing its output to measurement
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data from a WHTC cycle performed with an unrelated engine and aftertreatment
system. Since the model is unrelated to the measurement data the validation is
not absolute, but rather serves as an indication of realistic behavior. Worth not-
ing is that the modeled temperature after the turbine/wastegate is fed directly
to the EATS whereas the measured input temperature is likely performed closer
to the DOC, resulting in differing input temperatures. This is compensated for
by scaling the modeled DOC until the subsequent modeled temperatures present
similar behavior as their corresponding measurements. No measurement is avail-
able for the temperature after the SCR. The modeled and measured temperatures
are shown in Figure 3.11. As can be seen, the model captures most of the mea-
sured behavior. An apparent difference is that of the initial values, which is due
to the modeled case using cold start temperatures of 20 ◦C.
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Figure 3.11: Temperatures of the aftertreatment system. Despite the differ-
ing input temperatures seen in the first figure, scaling of the DOC leads to
model behavior similar to the measurements, as shown in the second and
third figure. Indices “a” and “b” stands for after and before.

The SCR temperature dictates deNOx performance. Since the SCR consists of
five segments, it also has five temperatures. This raises the question of what tem-
perature to base deNOx performance on. An illustration of the temperatures in
the individual segments of the SCR over the WHTC cycle is shown in Figure 3.12.
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Figure 3.12: Temperatures of the five SCR model segments for the WHTC
cycle, where data1 is the first segment.

While it is possible to construct a mean temperature from the five segments, Fig-
ure 3.12 indicates that the temperature in the middle (third) segment is located
between the temperatures of the surrounding segments. Thus, the third segment
is selected to determine deNOxactivity.

The effect of temperature on SCR activity also depends on the catalyst substance.
The most common variants in the automotive field are copper zeolite (Cu-Zeolite)
and iron zeolite (Fe-Zeolite), where Cu-Zeolite generally has a lower light-off
temperature, but Fe-Zeolite has better deNOx performance at high temperatures.
Since the examined powertrain and aftertreatment system is not based on a vehi-
cle that exists in reality, there is no reason to limit the investigation to only one of
the two. Instead, a deNOx model is created for each of the two catalyst variants
and the SCR temperature is fed to both of them, so that their respective perfor-
mance for a given scenario can be put directly in contrast to one another. The
deNOx models are based on experiments performed by Guan et. al. [26], and are
shown in Figure 3.13.

In order to ensure predictable asymptotic behavior of the model curves, they are
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Figure 3.13: Modeled Cu-Zeolite and Fe-Zeolite catalyst activity with re-
spect to temperature.

constructed using four separate lines instead of using a fitted polynomial, see
Figure 3.14. Also worth noting is that in the experiments on which the curves are
based [26], the maximum tested temperature was about 600 ◦C. This means that
above 600 ◦C the deNOx performance is extrapolated, although since the WHTC
cycle seldom elicits such high temperatures in the SCR, this is not considered a
problem.
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Figure 3.14: Construction of the deNOx curves for Cu-Zeolite and Fe-Zeolite
catalysts.

3.6 Optimization limitations

The optimization environment is unable to handle the throttle as a free variable,
possibly due to the resulting complexity. However, it is possible to manually set
the throttle to a constant value for the experiment. In this way it is possible to
compare the solutions for different throttle values for specific cases to examine
the effect of closing the throttle. This is specifically interesting for cases where
the exhaust system is subject to rapid heating.

The case of complete shutdown of the conventional engine is not investigated as
this requires complex modelling of the start-up behavior. Therefore, there are al-
ways pumping losses and friction present within the combustion engine and the
electric motor. The minimum engine speed is set to 500 rpm.
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Results

In this chapter several cases are investigated and optimized for best performance
according to the objective for the specific experiment. The results are analyzed
and discussed. Mainly three subdivisions are devised for examination: contrasts
in temperatures and emissions for hybrid and conventional powertrain for the
WHTC, optimal control of cold engine with respect to NOx, and trade-off be-
tween optimal control for NOx and fuel.

4.1 WHTC temperature and deNOx comparison

Conventional Hybrid

min
u

1800∫
0
Wf (t, u) dt min

u

1800∫
0
Wf (t, u) dt

s.t. Mice(t) + Mem(t) = Mwhtc(t) s.t. 0.25 ≤ SOC(t) ≤ 0.5
N (t) = Nwhtc(t) SOC(tend) ≥ 0.375

SOC(t0) = 0.375
Mice(t) + Mem(t) = Mwhtc(t)
N (t) = Nwhtc(t)

One hypothesis on which this thesis is based is that the engine and aftertreatment
temperatures may sometimes be lower for the HEV than for the conventional
driveline, and that this causes difficulties maintaining deNOx activity in the SCR.
This is tested using the WHTC cycle. The length of the experiment is determined
by the cycle, which is 1800 seconds. The objective is to minimize the fuel mass-

33
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flow (Wf ).

While the available models provide numerous combinations of vehicle configu-
rations and optimization parameters that can be compared against one another,
certain objective functions prove difficult for the optimizer to minimize, making
some data hard to acquire. Thus, the temperatures and NOx emissions of the HEV
and conventional driveline are compared in the case of a WHTC cycle which is
optimized for fuel efficiency. Minimizing NOx over WHTC is not possible for ei-
ther configuration. This is likely due to NOx being more difficult to control than
fuel consumption, which corresponds directly to the fuel injection control signal.
An interesting case for comparison is therefore left unexplored.

The temperature after the turbine and wastegate is used to emulate the engine
out temperature, as this is the final temperature of the engine model and the one
that is fed into the aftertreatment system. This temperature for both the conven-
tional and hybrid case can be seen in Figure 4.1, along with moving means to
illustrate their differences more clearly. The moving mean temperature of the
HEV is consistently 25–50 ◦C lower than that of the conventional configuration.
Overall, the peaks are higher and there is a larger variation in the temperatures
from the conventional powertrain than from the hybrid.
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Figure 4.1: Temperature after turbine/wastegate for the conventional and
hybrid drivelines, as well as their respective moving means (MM) during a
WHTC cycle optimized for fuel efficiency.
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Figure 4.1 does not divulge how often each temperature occurs. Therefore, the
temperature distribution for the same case is shown in Figure 4.2. The most fre-
quent temperatures for both conventional and HEV configurations are found in
the lower range between 0 and 100 ◦C, represented by the tallest bars in Fig-
ure 4.2. One obvious difference between the configurations is that the conven-
tional one has a higher idling temperature than the HEV. This is due to engine
speed being fixed by the WHTC cycle, and the conventional vehicle thus con-
sumes some fuel in order to overcome pumping and friction losses, whereas this
is performed by the electric motor in the HEV. The coldest temperatures occur
during engine braking and are the same for both configurations. This suggests
that the light-off temperature of the SCR likely plays a large role in deNOx per-
formance.

Figure 4.2: Number of occurrences of Conventional and HEV temperatures.
The values are divided into 40 bins, resulting in each bin spanning approx-
imately 16 ◦C. The tallest bar can be attributed to engine braking and the
second tallest to idling.

The resulting SCR temperatures are shown in Figure 4.3. The HEV temperature
is lower than the conventional one, which is consistent with the temperatures
entering the aftertreatment system. These are the temperatures that are used to
determine the deNOx activity described in Figure 3.13.

Supplying the SCR temperatures to the deNOx curves yields the deNOx activity



36 4 Results

0 200 400 600 800 1000 1200 1400 1600 1800

Time [s]

0

100

200

300

400

500

600

700

T
e
m

p
e
ra

tu
re

 [
°C

]
SCR temperature

Conventional

HEV

Figure 4.3: SCR temperature of conventional and HEV powertrains during
fuel optimal WHTC.

at each point of the cycle. This allows comparison of Cu-Zeolite and Fe-Zeolite
catalysts for the same scenario. Figure 4.4 shows the deNOx performance for the
different combinations of powertrain and catalyst.

It is apparent that the Cu-Zeolite catalyst lights off faster than the Fe-Zeolite
for both the conventional and hybrid powertrains. However, Cu-Zeolite activ-
ity drops rapidly after reaching its maximum due to the increasing temperature,
with the hybrid maintaining higher performance than its conventional counter-
part due to its lower temperature. Meanwhile, the Fe-Zeolite catalyst activity
stays close to its maximum for the remainder of the cycle, with no apparent dif-
ference between the conventional and hybrid powertrains.

The deNOx performance and engine out NOx can be used to calculate tailpipe
NOx. In Figure 4.5 and Table 4.1, the engine out and tailpipe emissions for the
catalysts and powertrain configurations are compared. It is clear that the hybrid
powertrain yields less engine-out NOx, and that the Fe-Zeolite catalyst performs
better than the Cu-Zeolite catalyst for both configurations.
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Figure 4.4: Conventional and HEV deNOx activity with Cu-Zeolite and Fe-
Zeolite catalysts. The Cu-Zeolite catalyst lights off faster but its performance
is hampered due to high temperatures later in the cycle. The Fe-Zeolite cat-
alyst lights off slower but maintains its performance at higher temperatures.

Table 4.1: Engine out and tailpipe NOx for hybrid and conventional drive-
lines using Cu-Zeolite and Fe-Zeolite catalysts, with deNOx performance in
parenthesis.

EO NOx (g) CuZ NOx (g) FeZ NOx (g)
Conventional 159.43 54.33 (66%) 26.39 (83%)
HEV 112.60 31.07 (72%) 18.41 (83%)
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Figure 4.5: NOx emissions for different powertrain and catalyst combina-
tions. The HEV emits less NOx than the conventional. Both catalysts provide
significant NOx reduction, but the Fe-Zeolite catalyst has a higher reduction
for both configurations.
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4.2 Optimal control for cold start

During cold starts the aftertreatment system does not work as intended. As a con-
sequence, more emissions are released until the aftertreatment system is of ade-
quate temperature. The aftertreatment system consists of a series of components
with their respective masses and heat transfer to the surroundings. Therefore,
it takes time for the components in the aftertreatment system to absorb enough
heat to reach the activation temperature of the catalyst.

The ability to utilize the hybrid powertrain to quickly heat up the exhaust system
for a swift light-off of the SCR is investigated. The objective of this problem is to
minimize the time it takes for the catalyst to light-off, i.e. for the center-most seg-
ment of the SCR to reach 200 ◦C from an initial temperature of 20 ◦C. The state
of charge is allowed to move freely during the optimization. It is also investigated
if such measures are beneficial in terms of NOx emissions ans fuel consumption.

Two steady-state cases are investigated for optimal cold start control, one more
demanding operating point and one close to idling. The demanding operating
point consists of a constant output torque of 800 Nm at an engine speed of 1100
rpm. The close to idling operating point is at 550 rpm and 250 Nm of output
torque. Both cases are investigated for a hybrid powertrain and a conventional
powertrain for comparison of the two. The initial temperatures of the compo-
nents in the exhaust system are set to 20 ◦C.

Not all variations of powertrain setups can be analyzed due to limitations in the
optimizations. Throttling may be used to decrease the flow through the engine,
thus increasing the pumping work, resulting in lower efficiency and more heat
for warming the aftertreatment system. Even though the results of such action
cannot be investigated, general conclusions can be derived from the optimal con-
trols for the cases investigated.

4.2.1 High load operating point

In steady-state operation at a net torque output of 800 Nm and engine speed of
1100 rpm, the fastest possible light-off of the SCR catalyst is investigated for both
the hybrid and conventional powertrain. Optimal NOx performance for both Cu-
Zeolite and Fe-Zeolite catalyst is also analyzed for both configurations.
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Conventional - minimized light-off time

min
u

tend

s.t. TSCR3(tend) ≥ 200 ◦C
Mice(t) + Mem(t) = 800 Nm
N (t) = 1100 rpm
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Figure 4.6: Conventional powertrain during steady state operation at 1100
rpm and 800 Nm optimized for fastest activation of the SCR. 249 seconds
is required to reach 200 ◦C in the mid-segment of the SCR (S3). “EO” is
the engine-out temperature, “D” is the DOC (2 segments), “F” the DPF (3
segments) and “S” stands for SCR. The SCR have 5 segments, but only the
first 3 are displayed.

The optimal light-off behavior for the conventional powertrain consists of two
phases. In the first phase the wastegate is fully opened (uwg = 1) in order to dis-
able the turbocharger and limit the flow through the engine. The temperature
entering the exhaust system is thereby very high as can be seen in Figure 4.6.
After approximately 95 seconds the powertrain enters the next phase. The waste-
gate is abruptly closed to enable turbocharging and the flow through the engine
increases as the turbocharger is spooling up. At this point, the heat previously
built up in the first mode is pushed through the exhaust system to faster reach
the SCR. It takes 249 seconds for the catalyst to light-off.
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Hybrid - minimized light-off time

min
u

tend

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
TSCR3(tend) ≥ 200 ◦C
Mice(t) + Mem(t) = 800 Nm
N (t) = 1100 rpm

The hybrid powertrain exhibits the same wastegate behavior as the conventional
powertrain, with an opened wastegate initially to later be closed as can be seen
in Figure 4.7. However, the ability to increase engine load and charge the battery
is utilized, thus, making the heating phase shorter than for the conventional case.

Additional loading of the diesel engine results in much higher temperatures as
more fuel is injected. The fuel consumption and emissions increases but the light-
off of the SCR is accelerated. However, not all of the extra energy from the addi-
tional fuel can be stored in the battery as some is lost in conversion to chemical
energy. Figure 4.8 shows the optimal state of charge and the optimal torque split
between the combustion engine and the electric motor.

0 20 40 60 80 100 120 140 160 180

WHTC (s)

0

0.5

1

Wastegate control

Optimal wastegate

Figure 4.7: Wastegate control for fastest catalyst light-off for a hybrid con-
figuration during steady-state conditions at 800 Nm output torque at 1100
rpm.
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Figure 4.8: State of charge and torque of the hybrid configuration when
minimizing light-off time during steady-state conditions at 800 Nm output
torque at 1100 rpm.

Hybrid - Optimal control for minimum NOx emission with Cu-Zeolite catalyst

min
u

1200∫
0

NOx dt

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
Mice(t) + Mem(t) = 800 Nm
N (t) = 1100 rpm

Instead of minimizing the lightoff time, NOx is minimized instead. Thus, the end
time of the experiment has to be specified. 1200 seconds provides ample time to
observe the temperature dynamics of the aftertreatment system. The upper plot
in Figure 4.9 shows the torque distribution between the combustion engine and
the electric motor. During the first minute of the run the combustion engine is
heavily loaded by charging the battery. Initially the wastegate is fully open in the
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Figure 4.9: The hybrid configuration is controlled for minimized NOx with
respect to a Cu-Zeolite catalyst during steady-state driving at 250 Nm out-
put torque and 550 rpm. The top plot shows how deNOx performance pulses
along with ICE torque. The bottom plot shows SCR temperature and a waste-
gate that is closed for most of the run.

same manner as for the previous cases to enable fast heating of the exhaust sys-
tem. As enough heat has been produced the combustion engine starts to almost
idle with very little output torque, supported by the electric machine to produce
the required torque output.

Once the heat produced in the early stage has travelled to the SCR catalyst and the
temperature reaches 200 ◦C, the deNOx performance increases drastically. The
peaking deNOx performance is taken advantage of by the combustion engine as
it is producing as much torque as the electric motor can handle, plus the output
torque.

As the temperature increases the deNOx performance is reduced due to the char-
acteristics of the Cu-Zeolite catalyst. When the deNOx performance decreases
the combustion engine is once again put in a close to idling operating point to
reduce the out-of engine NOx, supported by the electric machine to deliver the
required torque. Once the temperature has dropped enough for the catalyst to
attain its best performance the combustion engine once again delivers as much
torque as the electric powertrain can absorb. The temperature distribution can
be seen in Figure 4.10.

The pulsing in the use of the combustion engine is a reoccurring behavior ob-
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tained for several runs tested for the hybrid configuration controlled for minimal
NOx emission. While this behavior is optimal for minimizing NOx emission, it
is not optimal in terms of fuel efficiency. Optimizing for fuel efficiency results
in 5.9749 kg of used fuel, while 6.4910 kg of fuel is used when minimizing for
NOx emission, an increase of 8.64%. The NOx emission, however, is reduced with
23.25% when optimizing for NOx emission.

Figure 4.10: Temperature distribution and deNOx performance. The hybrid
is optimized for minimum NOx with respect to a Cu-Zeolite catalyst at a
steady-state operating point of 250 Nm and 550 rpm.

Hybrid - Optimal control for minimum NOx emission with Fe-Zeolite catalyst

min
u

1200∫
0

NOx dt

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
Mice(t) + Mem(t) = 800 Nm
N (t) = 1100 rpm
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The best deNOx performance for the Fe-Zeolite catalyst is at around 480 ◦C,
which is apprehended in the SCR from about 800 seconds and forth, Figure 4.11.
To be able to produce this temperature, the wastegate is somewhat open during
the significant part of the run. In the beginning of the run the wastegate exhibit
the same behavior as previously described to increase the heating process of the
SCR catalyst.
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Figure 4.11: Steady-state conditions for hybrid powertrain with Fe-Zeolite
catalyst optimized for minimum NOx emission.

Comparison for high load operating point

Figure 4.13 shows a 20 minute run for four cases. In two cases, one hybrid and
one conventional, the powertrain is controlled for optimal light-off until the mid-
segment of the SCR catalyst reaches 200 ◦C. Then, once the SCR is activated, the
powertrain is controlled for optimal fuel efficiency for the rest of the run. For the
hybrid case, it takes 180 seconds for the catalyst to light-off and for the optimal
control objective to change. 249 seconds is required for the conventional power-
train. The third case is a hybrid configuration controlled throughout the run for
minimum out-of-pipe NOx emission in the case of Cu-Zeolite catalyst. The fourth
case is a hybrid configuration controlled for minimum out-of-pipe NOx through
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a Fe-Zeolite catalyst. Figure 4.12 shows the objective for the four cases and how
they change over time.

Objective

light-off

light-off

fuel

fuel

NOx emission with Fe-Zeolite

180 2490 1200time (s)

Case

Hybrid 1

Conventional

Hybrid 2

Hybrid 3

NOx emission with Cu-Zeolite

Figure 4.12: Timeline of the objective function to minimize for the four cases
examined in Figure 4.13. The mid-segment of the SCR catalyst reaches 200
◦C after 180 seconds for the first hybrid case and after 249 seconds for the
conventional case. At this point, the objective function is switched to fuel
efficiency for these two cases.

The battery in the hybrid configuration is fully charged after 180 seconds and
slowly discharged until the initial state of charge is apprehended at the end of
the run. At this point, the hybrid powertrain can no longer take advantage of
the battery if it is to maintain charge sustainability, thus, both powertrains will
completely rely on the conventional engine.

As expected, the hybrid configuration controlled for minimal NOx emission re-
leases least amount of NOx into the atmosphere, both for the case of Cu-Zeolite
and Fe-Zeolite. This despite taking the longest time to activate the catalyst, 260
seconds for the Cu-Zeolite, 268 for the Fe-Zeolite, compared to 180 seconds for
the hybrid and 249 seconds for the conventional case. The hybrid configuration
optimized for fastest light-off has the highest NOx emissions, even though the
catalyst lights-off faster than all of the other cases.

At an engine speed of 1100 rpm and output torque of 800 Nm there is a 69 sec-
ond difference in activation time of the SCR catalyst when comparing the hybrid
with the conventional powertrain. These extra seconds where the hybrid benefits
from an activated catalyst does not make up for the extra fuel and NOx emissions
that are required to speed up the light-off of the catalyst as can be seen in Figure
4.13. Therefore, at this operating point it is better to not take extreme measures
to heat the catalyst.

The flat line for the accumulated NOx emission for the Cu-Zeolite in Figure 4.13,
indicates that the deNOx performance is very high for both the conventional and
hybrid powertrain. The accumulated NOx emission for the Fe-Zeolite is steeper
as the powertrain releases more NOx into the atmosphere. In this experiment it
is evident that a copper-zeolite catalyst has better performance for both the con-
ventional and hybrid powertrain, as the Cu-Zeolite activates faster and has better
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Figure 4.13: Steady state conditions at 1100 rpm and 800 Nm output torque.
The hybrid (red) and the conventional powertrain (blue) is controlled for
fastest heat-up of the third segment of the SCR catalyst. When the tem-
perature has reached 200 ◦C the powertrain is controlled for optimal fuel
efficiency for the rest of the run. The hybrid in green is controlled for mini-
mum tailpipe NOx emission for the case of Cu-Zeolite catalyst for the whole
1200 seconds run. The hybrid in black is controlled for minimum tailpipe
NOx for a Fe-Zeolite catalyst.

deNOx performance at these relative low temperatures. The accumulated values
are presented in Table 4.2.

The hybrid powertrain controlled for minimum tailpipe NOx emission exhibits
the highest temperatures as the deNOx performance for the Fe-Zeolite catalyst
peaks at approximately 480 ◦C. The other cases (apart from Cu-Zeolite NOx op-
timal case) strive to put the engine in an operating point with low out-of-engine
NOx emission, as soon as the catalyst is activated. Therefore, the SCR catalyst
temperature is lower for these cases.

Table 4.2 presents the achieved results for the examined cases. The conventional
powertrain is the most fuel efficient and the hybrid configuration with Cu-Zeolite
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catalyst controlled for minimal NOx consumes the most fuel. However, this case
emits the least NOx emission compared to both Fe-Zeolite catalyst and other
cases examined.

Table 4.2: Cold start experiment during steady-state operation at 1100 rpm
and 800 Nm for several powertrain configurations for comparison.
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Hybrid × 180 6179 32.75 54.11 265.06
Conventional × 249 5937 27.88 46.60 254.69
Hybrid Cu-Z NOx-opt. × 260 6491 21.98 - 278.46
Hybrid Fe-Z NOx-opt. × 268 6118 - 37.84 262.47

4.2.2 Low load operating point

The experiments performed at the high operating point in Section 4.2.1 are re-
peated for a different operating point close to idling. A steady-state case with
250 Nm of output torque at 550 rpm is investigated for a cold engine. All initial
temperatures of the exhaust system components are set to 20 ◦C and the objective
function to minimize is the time it takes for the mid-segment of the SCR to reach
200 ◦C.

At this operating point the conventional configuration is able to activate the cat-
alyst. If less output torque is to be delivered the conventional powertrain will
struggle to achieve the adequate temperature for the catalyst to light-off. Because
of the ability to further load the conventional engine by charging the battery, the
hybrid configurations do not suffer from the same limitations.

Conventional - minimized light-off time

min
u

tend

s.t. TSCR3(tend) ≥ 200 ◦C
Mice(t) + Mem(t) = 250 Nm
N (t) = 550 rpm
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In the same manner as for the demanding operating point the conventional en-
gine cycles through two phases. The first phase is heating with the wastegate
fully open to limit the massflow through the engine. When enough heat is gener-
ated the wastegate is closed and the heat is pushed through the exhaust system
as the turbocharger is increasing the massflow through the engine.

Due to the low output torque to be delivered the conventional engine struggles
to reach the activation temperature of the catalyst. It takes 1114 seconds for the
catalyst to light-off.
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Figure 4.14: Mid-segment temperature of the SCR and the turbocharger
speed for the conventional powertrain for fastest activation of the catalyst.
1114 seconds is required for the mid-segment of the SCR to reach 200 ◦C.
At about 830 seconds the wastegate is closed, enabling the turbocharger to
speed up to increase the massflow through the engine.

Hybrid - minimized light-off time

min
u

tend

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
TSCR3(tend) ≥ 200 ◦C
Mice(t) + Mem(t) = 250 Nm
N (t) = 550 rpm

The same wastegate behavior can be observed for the hybrid configuration. Due
to the ability to additionally load the combustion energy by charging the battery
the activation of the catalyst is accelerated. It takes 648 seconds for the catalyst
to light-off and the battery is fully charged as the catalyst activates. Due to the
rapid charging, the battery is fully charged in approximately 2 minutes at the
beginning of the run as can be seen in Figure 4.15.
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Figure 4.15: State of charge and wastegate position for fastest possible acti-
vation of the Cu-Zeolite catalyst during steady-state conditions.

Hybrid - Optimal control for minimum NOx emission with Cu-Zeolite catalyst

min
u

1114∫
0

NOx dt

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
Mice(t) + Mem(t) = 250 Nm
N (t) = 550 rpm

The objective in this case is not to heat the catalyst in the fastest manner possible,
but to optimize 1114 seconds steady-state driving for minimized NOx emissions,
see Figure 4.16. 1114 seconds is chosen because it is the time it takes for the con-
ventional powertrain to heat the catalyst, thus, they are easily comparable.

At the beginning of the run the maximum torque available at 550 rpm is pro-
duced by the combustion engine and the battery is charged with the excessive
power produced. The wastegate does not exhibit the same behavior as appre-
hended in the other cases, but is closed during all sessions with heavy loading off
the combustion engine. It may be that the amount of power produced cannot be
apprehended without the works of the turbocharger, thus the wastegate must be
closed. During periods of light loading of the combustion engine the wastegate
is opened. Disabling the turbocharging of the engine decreases the massflow and
less fuel is required to sustain a high exhaust temperature, which may the objec-
tive during the phases of light-loading. The temperature occurrences can be seen
in Figure 4.17.

About 120 seconds in, the electric motor starts to produce a small percentage
of the requested torque. The out-of-engine exhaust temperature at this point is
about 200 ◦C. This behavior lasts until 400 seconds have passed. At this point
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the internal combustion engine is shut down and the electric motor produces the
required torque. The engine speed is constantly 550 rpm even though no fuel is
injected. Thus, there is still a massflow through the engine, transporting the heat
through the exhaust system.

As the exhaust system has a high thermal inertia the temperature in the SCR cat-
alyst steadily increases even though the combustion engine is coasting. As the
temperature in the SCR catalyst approaches 200 ◦C, the deNOx performance in-
creases drastically which is taken to advantage by the combustion engine. Once
again, the maximum available power is produced by the combustion engine, but
this time, barely any NOx is released as the deNOx performance is at its peak, as
can be seen in the lower plot in Figure 4.16.

It seems like the optimizer is taking advantage of the thermal inertia in the ex-
haust system and pulsing the output power of the combustion engine in sync
with the best deNOx performance. In the lower plot of Figure 4.16 the accumu-
lated NOx can be seen barely increasing from 700 to 900 seconds even tough the
combustion engine is heavily loaded due to the exceptional deNOx performance.
Most of the NOx emissions are generated in the first phase of warming as the cat-
alyst has not yet activated and the combustion engine is heavily loaded.
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Figure 4.16: Optimal controls for minimizing NOx emissions during steady-
state driving conditions with 250 Nm of output torque at 550 rpm.
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Figure 4.17: Histogram of temperature occurrences and deNOx perfor-
mance.
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Hybrid - Optimal control for minimum NOx emission with Fe-Zeolite catalyst

min
u

1114∫
0

NOx dt

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
Mice(t) + Mem(t) = 250 Nm
N (t) = 550 rpm

When controlling the powertrain for minimization of NOx with a Fe-Zeolite cat-
alyst it is not NOx efficient heating the exhaust gases by loading the engine more
than necessary. However, until approximately 700 seconds have past, the waste-
gate is open, disabling the works of the turbocharger, thereby increasing the
exhaust gases. Due to this behavior it takes very long time until the catalysts
activates. The temperature in the mid-segment of the SCR only reaches approxi-
mately 180 ◦C during the 1114 seconds optimized.

During the run the battery is slowly drained as the electric motor is producing
torque. At the end of the run when the deNOx performance is as high as it gets
during the run, the battery is charged to make up for the lost energy.
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Figure 4.18: Wastegate position and torque-split for the case of a hybrid con-
figuration with Fe-Zeolite catalyst optimized for minimum NOx emission.
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Comparison for low load operating point

Three cases are compared against each other in a steady-state run at 550 rpm and
250 Nm output torque. The conventional powertrain when optimized for fastest
light-off requires 1114 seconds until the SCR catalyst light-off. Therefore, 1114
seconds is chosen for the length of the run. This makes for easy comparison of the
cases. The hybrid configuration is able to heat the catalyst in 648 seconds. At this
point, the powertrain is controlled for optimal fuel efficiency for the remainder
of the run, as can be seen in Figure 4.19. The other hybrid configurations is con-
trolled for minimizing NOx throughout the 1114 second run with the Cu-Zeolite
and Fe-Zeolite catalysts.

Objective

light-off

light-off

fuel

NOx emission with Fe-Zeolite

6480 1114time (s)

Case

Hybrid 1

Conventional

Hybrid 2

Hybrid 3

NOx emission with Cu-Zeolite

Figure 4.19: Timeline of the objective function to minimize for the four cases
examined in Figure 4.20. The mid-segment of the SCR catalyst reaches 200
◦C after 648 seconds for the hybrid case. At this point, the objective function
is switched to fuel efficiency. The conventional powertrain is controlled for
fastest light-off throughout the run.

It is evident that the Cu-Zeolite configuration is best in terms of least NOx emis-
sion. In contrast with the high operating point, the hybrid configuration is not
the slowest configuration to light-off. The optimal controls for fastest light-off
for the hybrid and the optimal control for least NOx emission is almost equal the
first 120 seconds. The hybrid powertrain is utilized fully as the battery is rapidly
charged to additionally load the conventional engine to increase the exhaust tem-
perature.
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Figure 4.20: Steady state conditions with 250 Nm output torque at 550 rpm.
Four cases are compared for temperature in the mid-segment of the SCR,
and NOx emissions for both Cu-Zeolite and Fe-Zeolite catalyst.

Table 4.3: Cold start experiment during steady-state operation at 550 rpm
and 250 Nm for several different powertrain setups for comparison.
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Hybrid × 648 1187 18.79 22.58 50.91
Conventional × 1114 1034 18.15 21.15 44.36
Hybrid Cu-Z NOx-opt. × - 1209 14.07 20.23 51.87
Hybrid Fe-Z NOx-opt. × - 1075 16.60 19.91 46.10
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4.3 Steady state NOx versus light-off time tradeoff

The light-off of the catalyst can be expedited by burning additional fuel. By light-
ing off sooner, more time is spent with the catalyst active. However, whether this
strategy is beneficial depends entirely on whether the amount of NOx removed
during this additional activity is greater than the NOx emitted by the additional
fuel spent trying to heat the catalyst. The trade-off between NOx emissions and
light-off time is analyzed in a steady-state operating point of 550 rpm and 250
Nm with a Cu-Zeolite catalyst. The optimization ends when the mid-segment of
the SCR catalyst reaches 200 ◦C.

min
u

(1 − α) · tend + α
tend∫
0
NOx dt

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
Mice(t) + Mem(t) = 250 Nm
N (t) = 550 rpm
TSCR3(tend) = 200 ◦C

The optimization is repeated for different values of the weight factor (α) in order
to acquire a set of points. Figure 4.21 visualizes the trade-off curve as well as the
corresponding fuel consumption for each point. The curve shows that reducing
the light-off time at the expense of fuel is detrimental to NOx reduction. In fact,
the quicker the light-off, the higher the net NOx emission.
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Figure 4.21: Trade-off curve for NOx and fuel with varying values of α. α = 0
on the left-hand side of the blue line, and α = 1 on the right-hand side. The
green lines are projections of the blue line on the respective plane.

4.4 Steady state fuel versus NOx trade-off

While it is obvious that burning more fuel increases NOx emissions, it also in-
creases the temperature, leading to faster catalyst activation which in turn re-
duces NOx. This paradoxical relationship raises the question of how much fuel
leads to how much NOx. The phenomenon is analyzed in 1800 second runs of a
low steady-state working point of 550 rpm and 250 Nm. By running several op-
timizations of the same case, but with differing weight in the objective function,
a Pareto front can be used to visualize the trade-off between the two variables, as
seen in Figure 4.22. The resulting NOx and fuel values are listed in Table 4.4.

min
u

1800∫
0
α ·Wf + (1 − α) · NOx dt

s.t. 0.25 ≤ SOC(t) ≤ 0.5
SOC(tend) ≥ 0.375
SOC(t0) = 0.375
Mice(t) + Mem(t) = 250 Nm
N (t) = 550 rpm
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Table 4.4: NOx emission and fuel consumption from 1800 seconds of
steadystate operation at 550 rpm and 250 Nm.

α 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
NOx (g) 14.7 17.3 17.36 17.36 17.38 17.43 17.46 17.57 17.70 18.25 20.49
Fuel (kg) 1.89 1.71 1.70 1.70 1.7 1.69 1.69 1.69 1.69 1.68 1.67

1.65 1.7 1.75 1.8 1.85 1.9
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Figure 4.22: Tradeoff curve for NOx and fuel consumption. The circles rep-
resent measurements with falling α.

Optimizing only one of the two variables leads to extreme results. Minimizing
fuel consumption leads to large NOx emissions, and minimizing NOx requires a
large amount of fuel. When combining both variables in the objective function,
the results for the different weights are more grouped together. Simply including
NOx with a weight of 0.1 yields a significant decrease in NOx emission without
much additional fuel compared to the fuel optimal case. Further increasing the
weight of NOx in the objective function reveals diminishing returns, with the
next large emission reduction occurring only when the weight is 1, and at a sig-
nificant cost in fuel.

The NOx optimal solution requires constant action by the powertrain while the
fuel optimal strategy is largely passive, as can be seen by the torque for the two
extreme cases in Figure 4.23. The corresponding energy usage of these strategies
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is displayed in Figure 4.24, and is significantly higher for the NOx optimal case.
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Figure 4.23: ICE and EM torque for α from 1 to 0 in steps of 0.2. The solid
blue line represents the ICE and the dash-dotted orange line corresponds to
the EM.
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Discussion

This thesis proves that numerical optimal control can be a viable tool for analyz-
ing large models. The hybrid configuration with aftertreatment system contains
a total of 23 states, and was successfully used in fuel consumption optimization
of the WHTC. As a comparison, this number of states is far out of reach for dy-
namic programming, due to the aforementioned “curse of dimensionality”.

The method still has significant limitations. Most notably, some choices of objec-
tive are not solvable. For example, when optimizing for minimum tailpipe NOx
emission for the WHTC, no solution is found. A NOx optimal solution is indeed
found when the scenario is limited to up to the first 150 seconds of the WHTC
cycle, but this timespan is too short to gather any useful information due to the
slow temperature dynamics of the aftertreatment system.

Attempting to remedy these issues reveals that increasing the tolerances some-
times yields a solution that is considered optimal by the solver where no solution
was previously found. These solutions are often physically nonsensical, possibly
due to the low tolerances as the solver may find a local optimum satisfying the
tolerances even though there are other local or global optimal solutions nearby. It
may also be that the solver has exploited some weakness in the model. As an ex-
ample of this, using NOx maps with PPM as their unit and multiplying with mass
flow in order to integrate the product for total NOx over the cycle, results in the
optimizer trying to limit the massflow since the NOx value is fixed by the work-
ing point from the cycle. Furthermore, increasing and decreasing the number of
collocation points and intervals yields no conclusive results.
Other approaches were tried for the initial guess for the solver, see Appendix B.
However, after many optimizations for benchmarking purposes it was found that
a better initial guess does not always improve the stability and performance of
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the solver which was initially assumed. Therefore, the same initial guess that was
used for the conventional powertrain was used for the hybrid configuration when
optimizing for the presented results.

This leaves the model complexity as a likely cause for the optimization difficulties.
Since fuel consumption can be controlled directly by the fuel injection control sig-
nal, minimizing it is relatively straightforward. NOx on the other hand depends
largely on temperature, the dynamics of which are very slow and dependent on
a large number of variables such as fuel injection, wastegate position and torque-
split, making it more difficult to control. It is therefore reasonable to assume that
a less complex model would be better supported by the methods utilized in this
thesis.

However, since successful optimizations of NOx during steady-state conditions
were performed, the model is not the only factor influencing whether the prob-
lem is solvable or not. Rather, the combination of models and driving mission
seems to determine whether the problem can be solved.

In Figure 4.7 oscillations can be seen for the wastegate position. When lower-
ing the tolerances of the solver, some oscillation was eliminated. However, very
stringent tolerances increase the optimization time drastically. Despite these os-
cillations, the general behavior is expected to be maintained even though the
tolerances give room for more slack.

In section 4.1 it becomes clear that for the WHTC cycle, high temperatures are
as problematic as low ones when using the Cu-Zeolite catalyst and optimizing
for fuel efficiency. While the Cu-Zeolite catalyst lights off slightly faster than
the Fe-Zeolite catalyst, it quickly loses activity due to the upper limit of its tem-
perature range being exceeded. Carefully controlling the maximum temperature
could therefore lead to more consistent deNOx performance than trying to light-
off quickly. The Fe-Zeolite catalyst, on the other hand, maintains its high activity
at higher temperatures. This means that a quicker light-off is the only way of
increasing its performance if the driving cycle is demanding enough to maintain
the temperatures required for good Fe-Zeolite deNOx performance. It is clear
that for the fuel optimal WHTC, the Fe-Zeolite catalyst is better suited regard-
less of whether a hybrid or conventional powertrain is used.

The steady state experiments in section 4.2, where NOx was successfully opti-
mized, shows that a pulsating temperature that stays within the active range of
the Cu-Zeolite catalyst leads to less NOx than the case of a minimized light-off
time followed by minimized fuel consumption to which it was compared. This
despite the fact that the NOx optimal case is the last one to reach the light-off tem-
perature of 200 ◦C. It can therefore be concluded that the matter of minimizing
NOx is not as simple as just activating the catalyst as quickly as possible, but that
both timing and quantity of injected fuel is of essence. The deNOx performance
is similar for all three cases once the catalyst is active.
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Conclusions

A reasonable assumption is that decreasing the light-off time for the SCR cata-
lyst during cold starts leads to decreased NOx emission. The results of this work
implies that this is not necessarily the case, but that there is a trade-off between
light-off time and NOx produced during the heating phase. If the engine is forced
to light-off at an accelerated pace by burning more fuel, it might as well increase
the overall NOx emission, contradicting the very purpose of taking heating mea-
sures. Careful consideration should be taken to this trade-off when designing an
engine control system.

One reoccurring behavior observed during cold starts is that the engine goes
through a brief heating phase before closing the wastegate, thus pushing the heat
gases through the exhaust system as the turbocharger is increasing the massflow.
The best controls for minimizing NOx takes advantage of the slow thermal dy-
namics of the exhaust system and waits for the heat produced in the heating
phase to reach the SCR before loading the engine once more. The best engine
control system should mimic this behavior for reducing cold start NOx emission.

It is also shown that the optimal controls for minimizing NOx emissions does
lead to an increased fuel consumption compared to the case of optimized con-
trols for fuel efficiency. However, the percentage amount of fuel savings are far
less than the percentage of NOx emission reduction available when comparing
the two ways of controlling the powertrain.

The hypothesis that the exhaust system temperatures during WHTC would be
lower for the hybrid configuration than for the conventional configuration is con-
firmed. However, the deNOx performance is better for the hybrid configuration,
both for Cu-Zeolite and Fe-Zeolite, even though the temperatures are lower. The
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temperatures achieved during WHTC is higher than beforehand expected and
the reduction in temperature that the hybrid configuration exhibits compared to
the conventional powertrain improves the deNOx performance.

6.1 Future work

• Including the throttle in the optimizations may reveal interesting behavior.

• A complete vehicle model would allow for a more adequate description of
regenerative braking using kinetic energy.

• Implementing sub-optimal injection timing, which deliberately lowers the
efficiency of the engine and thus increases temperature, would provide an
interesting additional case for investigation.

• A model of an actual HEV truck battery would likely be better dimensioned
than the current model, which is dimensioned with respect to the maximum
power of the electric motor and has a relatively low capacity.

• Parameterizing the aftertreatment system to represent a production model
would provide more accurate and comparable results. Expanding the mod-
els to account for gas mixture and space velocity could further improve
their veracity.

• Running other driving cycles than the WHTC could possibly enable some
of the combinations of cycle and objective function that have thus far failed.
For instance, optimizing NOx during WHTC is not possible, but optimizing
NOx in a steady-state working point is. Trying smoother, simpler cycles
may help in finding the limit where the complexity presents too much of a
challenge for the optimizer.

• Replacing lookup tables with continuous functions would increase compu-
tational speed. Additionally, it would enable use of the direct multiple
shooting algorithm, allowing for comparison between the two optimization
methods (the other being direct collocation), and at best solve problems that
DC can not.

• Defining what the optimization environment can and can not solve would
reduce wasted time during usage drastically.
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A
WHTC denormalization

WHTC is given as percentage values of engine speed and output torque. Using
the engine map for the engine to be tested, the cycle is denormalized according
to Section A.1 and A.2 using the same procedure as described by the United Na-
tions test procedure [30].

A.1 Engine speed profile

The denormalization for the WHTC engine speed is described according to equa-
tion (A.1).

speed = 2.0327nnorm ·
(
0.45nlo + 0.45npref + 0.1nhi − nidle

)
+ nidle (A.1)

Where nidle is the idle speed and nnorm is the vector of speed percentage values
for the WHTC. nlo is the lowest engine speed where 55% of the maximum power
is produced. nhi is the highest engine speed where 70% of the maximum power is
produced. npref is the engine speed where the integral from nidle to npref equals
51% of the integral from nidle to n95, whereas n95 is the highest engine speed
where 95% of the maximum power is produced. The values for each of these
engine speeds are presented in table A.1. Figure A.1 shows the maximum power
as a function of engine speed where all engine speeds are presented that are used
in the denormalization of the engine speed for WHTC.
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Table A.1: Engine speeds used for denormalization of WHTC engine speed.

nidle = 500 rpm
nlo = 815 rpm
npref = 1418 rpm
n95 = 1966 rpm
nhi = 2301 rpm

400 600 800 1000 1200 1400 1600 1800 2000 2200 2400

Engine speed (rpm)

0

0.5

1

1.5

2

2.5

3

3.5

M
a
x
im

u
m

 p
o
w

e
r 

(W
)

105 Scaling for WHTC

   n
lo

 = 815 rpm

n
hi

 = 2301 rpm   

  n
95h

 = 1966 rpm
n

pref
 = 1418 rpm       

Figure A.1: Finding values of engine speed corresponding to the values re-
quired to denormalize the WHTC speed profile.

A.2 Torque profile

The torque profile of WHTC ranges from -10% to 100% torque. The negative
values represent as much engine breaking that is available at the specific engine
speed. As the WHTC test procedure is designed for conventional combustion en-
gines, no consideration is taken for regenerative braking using the electric motor
as a generator during negative torque sections. However, as the considered pow-
ertrain is an electric hybrid, regenerative braking is added. 100% torque is the
maximum torque the diesel engine can deliver which is 2400 Nm. The denormal-
ization procedure for all positive torque values can be described by equation A.2
[30].

torque = Mnorm ·Mmax/n/100 (A.2)
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Mnorm is the vector of torque percentage values for the WHTC and Mmax/n is the
maximum torque available at the current engine speed. During negative torque
periods, the electric machine is assumed to utilize 1000 Nm of torque when the
engine speed is below about 1600 rpm. Above 1600 rpm the maximum power
that can be generated from the electric motor will be saturated and the regener-
ative torque will thus drop gradually as the engine speed increases, see Figure
(3.7).





B
Solver initial guess - Alternative

approaches

To improve the solveability of the optimizer, several attempts were conducted
to improve the initial guess for the solver. These include a constant torque-split
with a proportional controller on state of charge deviation from the initial value
and ECMS.

B.1 Constant torque-split with feedback

During torque delivery, (1 − γ) ·Mdemand is to be delivered by the conventional
engine and the remaining γ ·Mdemand from the electric motor. During engine
braking the electric motor is to handle all of the required braking torque. γ is
a function of SOC and and α, a chosen percentage value according to Equation
(B.1).

γ = α − α SOCinit − SOC
SOCmax,dif f

(B.1)

α is chosen such that the truck is charge-sustaining. For a simulation of the
whole 1800 second WHTC, an α value of 28% is appropriate. SOCinit is the ini-
tial state of charge which is 0.375. SOCmax,dif f is 0.5 − 0.375 = 0.125 and it is
the maximum allowed difference from SOCinit to current state of charge, SOC.
This algorithm will adjust the torque-split so that the state of charge strives to
remain within its limits as can be seen in Equation (B.2), while using the electric
motor somewhat alike the ECMS way. This algorithm does however suffer from
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not knowing if any constraints are violated during the simulation.

SOC = 0.5 : γ = α +
0.125 ·α

0.125
= 2α

SOC = 0.375 : γ = α

SOC = 0.25 : γ = α − 0.125 ·α
0.125

= 0

(B.2)

To be able to determine if the initial guess violated any constraints, the model
was run at every time-step with inputs from the initial guess. In each time-step
the constraints were checked for violation. In the occurrence of a violation, the
guessed control vector for the initial guess was adjusted and the initial guess was
checked again.

B.2 Equivalent Consumption Minimization Strategy

Attempts were made to use ECMS for the initial guess for the hybrid configura-
tion, see chapter 1, section 1.2. The model was simulated using the same methods
as for the conventional engine. However, in each time-step in the simulation the
hamiltonian (H) was minimized. The result is an optimal torque-split consider-
ing current state of charge, torque demand, chosen equivalence factor (λ) among
other variables, Equation (B.3). The dividing of torque between the electric motor
and the diesel engine was performed without consideration to model constraints,
which were often violated as a result. Therefore, the solution received was not el-
igible as an initial guess for the optimization. Despite this, ECMS could be used
for benchmark purposes.

u∗(t) = arg min
u

H(t, u, λ)

H(t, u, λ) = Pf (t, u) + λPech(t, u)

s.t. Mice(t) + Mem(t) = Mdem(t)

(B.3)

It is however necessary to optimize the whole cycle minimizing the integral of the
hamiltonian over the entire cycle, as per Equation (B.4). In this way, the torque-
split in each time-step strives to minimize the hamiltonian whilst ensuring that
all constraints are met throughout the cycle.
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u∗ = arg min
u

tend∫
0

H(t, u, λ) dt

H(t, u, λ) = Pf (t, u) + λPech(t, u)

s.t. Mice(t) + Mem(t) = Mdem(t)

(B.4)

Furthermore, finding the appropriate equivalence factor for sustaining the bat-
tery charge requires many optimizations to be run for tuning in the equivalence
factor. By extending the control vector, the equivalence factor becomes an opti-
mization variable. Setting the derivative of the equivalence factor to zero and opti-
mizing the equivalence factor to achieve charge-sustainability whilst minimizing
the hamiltonian, the optimizer constantly increases the equivalence factor to the
highest allowed value and forcing the model to be charge-sustaining through al-
tering the torque-split. While this behavior minimized the objective function, it
is not considered equal to ECMS.

Adjusting the equivalence factor through a proportional feedback by 1.5 times
the difference between the final state of charge and the initial state of charge for
each consecutive optimization is a functional approach. However, this method
still suffers from very long computational times as many optimizations must be
conducted to adjust the equivalence factor so that the state of charge ends up
within acceptable tolerances from the initial state of charge. Another approach
could be to utilize parallel computing through use of the Bisection method to
find the appropriate equivalence factor [5]. However, as the solver does not con-
sistently converge to a plausible solution, the equivalence factor may not con-
verge to an appropriate value.
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