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Abstract

Coming stringent regulatory emissions requirements with Real Driving Emis-
sions testing amplifies the need for efficient engine control at all driving sce-
narios. This thesis has investigated the air-flow transients that appears when
changing the throttle position very fast, such as at a stop sign. Available infor-
mation about the intake manifold temperature is today mainly sensor-based or
zero-dimensional. Since the temperature of the air affects the fuel controller(s)
and is believed to be able to help the knock-controller as well, a more detailed
description of the temperature is warranted. Three different one-dimensional in-
terpretations of the intake manifold has been modeled and one of them is imple-
mented in a full air-path simulation - from the throttle to the exhaust. The best
suited simulation model is validated against measurement data and compared to
the well know adiabatic control volume model, which is zero-dimensional. The
effect on the temperature contributed by the VVT, turbo, throttle-settings and
engine speed was tested in a test cell. The results shows that the computational
efficiency varies between the different one-dimensional intake manifold models
and that one-dimensional accuracy comes at a great cost of computational power.
The testing and validation showed that the pressure difference and throttle ramp-
ing time had a big impact and that the positive transients are more predictable
with current models, compared to the negative transients.
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1
Introduction

This chapter provides the reader with a short problem formulation, the goals and
purpose, expected results and an outline of this Master Thesis.

1.1 Background

The goal with developing modern turbocharged si-engine is to deliver suffi-
cient driveability with low fuel consumption and low emissions. Current knock-
controllers are very restrictive and A/F-controllers lack information about the
transient intake manifold temperature. This ”transient temperature” is most
prominent when the driver steps on the gas when driving slowly, which is due
to big pressure changes in the manifold. Coming stringent regulatory emissions
requirements with difficult Real Driving Emission (RDE) tests magnifies the re-
quirements on engine control and thus further model developments are a must.

1.2 Problem Formulation

The intake manifold temperature is dependent on several different factors e.g.
residual gas, throttle mass flow, cylinder air-charge, LP-EGR, boost pressure, am-
bient temperature, heat transfer with surrounding engine temperature and in-
take valves, engine related pulsations, intake/exhaust valve control and water in-
jection. The fastest transient temperatures are however mostly dependent on the
pressure gradients caused by mass flow differences which occurs when the drives
steps on the gas during low rpm. Furthermore, the transient intake manifold tem-
perature affects the transient A/F-ratio and the engine’s knock-conditions which
directly controls the efficiency of the combustion cycle. An improved and on-line
feasible transient model would have the potential to improve the engine opera-
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2 1 Introduction

tion as well as decrease Research & Development cost. The model would provide
additional information for the A/F-ratio controller and knock controller. Which
ideally means that the engine would operate closer to minimum emissions since
a decreased amount of unburnt fuel & knock decreases unwanted emissions. The
Research & Development cost would decrease since it would e.g. reduce the map-
ping requirements for the engine knock control. Hence the transient temperature
is dependent on many factors, both controllable and independent factors, and
affects the engine’s A/F-ratio control and knock-control further investigation is
warranted.

1.3 Purpose and Goal

The main objective of this thesis is to define temperature models during tran-
sients, both in the intake manifold and the temperature in the cylinder at ivc.
The simulation model aims to be able to predict the gradually increasing intake
manifold temperature in the flow-direction. The model shall be derived from
physically based equations and validated with previously stated contributing fac-
tors’ physical states from measurement data. Measurement data will be received
from several fast thermocouples placed inside the test cell and other available
sensor data (clarified in Section 5). Developed simulation results shall be studied
and used, in conjunction with measurement data, to suggest ways to simplify the
models and in what areas finer models would pay off.

Expected results are clear plots showing the experimental transient tempera-
ture compared to simulated temperature at corresponding reference points. The
simulation model should be able to simulate the entire air-path, from throttle to
exhaust. The effects of vvt- and Turbo control on the transient temperature shall
be presented and analyzed.

1.4 Outline

Description of the thesis’ main chapters:

• Chapter 1 – Introduction
Problem formulation, purpose and goal and expected results.

• Chapter 2 – System Introduction
Introduction to the system; background information about the internal com-
bustion engine and relevant available sensors on a production vehicle and
the test cell.

• Chapter 3 – Related Research
Review of current state of research in relevant areas.

• Chapter 4 – Theory & Modeling
Relevant theory and models used in the thesis.
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• Chapter 5 – Test setup
Information regarding the test cell and experiment setup.

• Chapter 6 – Results
Presents the results.

• Chapter 7 – Discussion
Discussion regarding the results.

• Chapter 8 – Conclusions & Future Work
Summation and suggestions on future work.





2
System Introduction

Introduction to the system; background information about the internal combus-
tion engine and relevant available sensors on a production vehicle and the test
cell.

2.1 System Overview

An si-engine is in a simplified manner illustrated in Figure 2.1 which shows
that it has a throttle, an intake and exhaust manifold connected to an arbitrary
amount of cylinders. The torque produced by the engine is dependent on a lot
of factors but the main contributor is the amount of air and fuel of which is
combusted. The amount of air added to the cylinder is mainly dependent on the
pressure difference between the pressure inside the cylinder and the pressure in
the intake manifold, this is further explained in Section 4.4. The focus is therefore
on inducing a pressure change and studying the temperature effect. On a real
engine this changed intake pressure is mainly controlled with the throttle. The
test cell is a modified Volvo petrol engine. This means that it is driven on gasoline,
direct injected, turbocharged and has a total cylinder volume of 2 liters across
four cylinders. It is modified with several additional sensors mounted across the
engine. Figure 2.1 shows where some of the sensors are mounted.

• Pressure sensors

1. Intake manifold

2. Exhaust manifold (additional)

3. Cylinder (additional)

• Temperature sensors

5



6 2 System Introduction

1. Before throttle

2. Intake manifold

3. Exhaust manifold

• Mass flow sensor

1. After air filter

• Lambda sensors

1. Before and after the catalyst

• Tachometer

1. Crank axle

• Position sensors

1. Intake and exhaust camshaft positions (VVT-settings)

2. Throttle position

3. Wastegate position

Figure 2.1: Shows some of the available sensors. The picture does not in-
clude all components that are installed on the test engine, e.g. a compressor
and an intercooler should be included between the throttle and air filter.
The Figure is reproduced with permission from Eriksson and Nielsen (2014)
Figure 7.1.
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2.2 Four-stroke SI-engine

The four stroke engine completes its cycle in two revolutions. These revolutions
consists of four strokes; Intake, Compression, Expansion and Exhaust, see Figure
2.2. The first stroke is Intake which generally is defined as the motion from tdc
to bdc. During this phase air is led through the inlet valves and into the cylinder.
The next stroke is Compression which is the motion from bdc to tdc, during this
phase fuel is injected, compressed and ignited. The next stroke is the expansion
phase, during this phase the combustion energy expands the cylinder volume
and therefore delivers positive torque to the crank shaft. The last phase is the
exhaust phase, which tries to empty the cylinder of all exhaust gases. Some ex-
haust gases are left inside the cylinder and the cylinder pressure is very close to
exhaust pressure. The cycle is completed at tdc and the cycle starts over with
the intake-stroke. The cylinders can operate cycle-wise in pairs or individually,
this design choice comes down to e.g the balancing of the engine and the amount
of cylinders.

Figure 2.2: Shows the four stroke operating cycle. The Figure is reproduced
with permission from Eriksson and Nielsen (2014)

2.3 Explanation to Expressions

Engine knock is when there occurs spontaneous ignition outside the flame prop-
agation started by the controlled ignition by the spark plug. Figure 2.3 illustrates
the knocking concept. Knocking causes a knocking sound and harmful vibrations
that can destroy the engine (Heywood, 1988).
A/F-control stands for air-to-fuel ratio control, i.e. making sure that the injected
amount of fuel matches, with the desired ratio, to the amount of added air.
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Figure 2.3: Shows the cylinder and the combustion chamber. The circles out-
side the controlled ignition represents spontaneous combustions/knocking.



3
Related Research

This chapter presents related research regarding the different effects that affects
the intake manifold temperature and certain engine controls that are affected by
the intake temperature.

3.1 Knock- & A/F-control

Early forms of current knock control strategies are declared in Ham et al. (1996).
These strategies are based on determining an acceptable knocking intensity mea-
sured from the engine’s available knock sensor. The acceptable knocking inten-
sity is translated to a threshold ignition crank axle angle. The ignition angle is
delayed if there is knock above the accepted knock intensity since it decreases
the probability of knocking. The magnitude of the retardation is determined
from the knocking intensity. After the ignition angle has been delayed it is
slowly pushed backwards till knock occurs again. Transient knock control is
expanded with measured engine map. A knock controller without measured en-
gine maps would overcompensate the ignition retardation and therefore operate
further away from combustion optimum (Baik and Chun, 1996; Eriksson, 1999).
These kinds of algorithms are used since they are computationally effective. More
advanced model based control strategies has been investigated in Siokos et al.
(2017), where the Shell model developed by Haletad et al. (1975), and an empiri-
cal induction-time correlation model developed by Douaud and Eyzat (1978) was
compared. The Shell model which yielded better experiment results, but is not
feasible in an on-line implementation due to its required computational power.
To the author’s knowledge no knock-control algorithm utilize the transient tem-
perature at ivc.

A/F-control usually estimates the cylinder air-charge from volumetric effi-
ciency, intake manifold temperature/pressure, vvt-position, engine rpm and

9



10 3 Related Research

exhaust temperate/pressure. Blomqvist et al. (2000) considers seven different
A/F-controllers under ”real-life” transient operations. The report concluded that
a neural network approach yielded lower RMS-error (Root Mean Square-error)
than standard adapted-ECU algorithms during fast transients. The standard
adapted-ECU algorithm performed better during slower transients. Ichiyanagi
and Suzuki (2015) implemented and experimentally validated two feed-forward
controllers which considers the heat transfer in the intake manifold. They used
lumped heat transfer models based on previous work made in Izumi et al. (2007).
The controllers were compared to a control algorithm based on a steady state
engine-map, and the transient A/F fluctuation were decreased by an estimated
84 %.

3.2 Intake Manifold Fluid Dynamics

The intake manifold fluid being a compressible fluid means that the dynamics
are very complex. Heywood (1988) presents filling and emptying models de-
rived from the mass and energy conservation equations coupled with the mass
flow rates in and out of the model – which in most cases means that the model
is dependent on a volumetric efficiency map. He also presents a more advanced
one-dimensional gas dynamic model which also captures the spatial dynamics.
Other air-charge estimation methods using a cylinder pressure sensor are sum-
marized in Eriksson and Thomasson (2017). The modern approach is to analyze
it using cfd. cfd captures the fluid state changes as temperature and pressure
in respect of the fluid dynamics as well as heat exchanges with the surroundings.
Cheng et al. (1991) analyzed the intake manifold temperature and the in-cylinder
HC concentration on a port-injected SI-engine during constant engine rpm and
varying stationary throttle positions. Measured temperature dynamics showed
that the temperature gradually increased with a decreased distance to the intake
ports, big transients occurred mainly at ivo and ivc. The temperature transients
increased with inlet pressure. The fraction of burnt gas during intake appeared
to be successfully modelled as a function of inlet pressure (with no regard to
vvt). Steady-flow operation cfd-calculations was made in Befrui (1994) which
acted as a validation of CFD-simulations as an engineering tool. A few years
later Bauer and Heywood (1996) investigated the transient gas temperature us-
ing cfd-calculations and experiment measurements. They focused on the intake
manifold temperature gradient, backflow – which is exhaust gas flow into the in-
take manifold at ivo, and the displacement backflow – which is exhaust gas flow
into the intake manifold due to inlet valve closing timing, i.e. depending on how
early/late you close the inlet valve. Their investigation yielded similar results in
both simulations and experiments and a linear regression (with manual fitting co-
efficients) for the temperature gradient. An anomaly temperature transient was
detected when fresh air approached the intake valves, which the cfd-simulation
did not predict. This temperature transient appeared even though the wall tem-
perature was kept below the gas temperature. It also yielded similar heat transfer
coefficient as other heat transfer researchers e.g. Zapf or Dittus-Boelter correla-
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tion (Kakac et al., 1987; Zapf, 1969).
Bauer et al. (1997) modeled the valve and intake manifold wall heat transfers

using experimental data for time-resolved heat flux and gas temperatures in and
around the intake ports on a port-injected SI-engine. A one-dimensional model
predicting the gas temperature was also presented. The derivation was based on
the mass- and energy balances in the intake ports and the assumption of inlet
pressure being constant during the intake process, i.e. assumed infinite pres-
sure propagation speed. Heat transfer due to pulsations (pressure waves) was
not included. Discretization was partly explicit with a leap-frog scheme (Bauer
et al. (1997) refers to Strikwerda (1989)) and partly implicit during the diffu-
sive part using the Crank-Nicolson method (Crank and Nicolson, 1996 (original:
1947)). The models include terms for the port-injections, which means that a
direct-injection engine has to remove those terms but might be sufficient if water-
injection is to be considered. Courant et al. (1928) presented a criterion necessary
to fulfill when simulating these types of dynamics (partial differential equations)
when integrating in explicit time schemes.

Renberg (2008) compared 1D- & 3D-simulation with cfd-simulations. The
entire engine, with appropriate assumptions, is presented as one-dimensional
equations. Regardless if 1D-simulations or cfd/3D-simulations were done sim-
ilar results were yielded for the pressure gradient. Deviations appeared in pipe
bends, where the one-dimensional simulations gave higher pressure gradients
than three-dimensional simulations. A shortcoming of this report is that no em-
pirical data from a test rig was used to validate the results.

An effective way for computing 3D-simulations, using an ”Unconstructed Par-
allel Solver”, are described in Bohbot et al. (2003); Zolver et al. (2003a,b). An
extensive survey on 3D simulation simplification methods is presented in Ho-
sain and Fdhila (2015). The survey presents methods to accelerate the compu-
tational time using hardware techniques as well as using advanced numerical
methods. Hardware techniques utilizes parallel programming solely or on both
the CPU and GPU. Advanced numerical methods can be mesh based, mesh free
and hybrid methods, a typical ”work-horse” method in Reduced Order Modelling
(ROM) which uses the singular value decomposition. Combining several numeri-
cal methods can, for nonlinear heat conduction models reduce simulation times
by 150 times (Astrid, 2004).

3.3 Residual gases & EGR

The residual gases, often called internal egr, are the gases that gets trapped in-
side the combustion chamber or at the inlet ports (Heywood, 1988). The amount
of residual gas that gets trapped depends on intake pressure and the intake and
exhaust valve timings, i.e. it is dependent on the configured overlaps during the
intake/exhaust strokes and the exhaust pressure. A model only using production-
grade sensors is presented in Leroy et al. (2009). Eriksson and Nielsen (2014)
considers the in-cylinder mixing as an adiabatic process. This means that the
internal energy is unchanged, combined with an assumption of a constant heat
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specific ratio would lead to a temperature at ivc being the weight-adjusted mean
temperature, see Eq. (3.1).

Tivc =
mrTr + maf Tim
mr + maf

(3.1)

If the engine has external egr this adds another dimension to the air charge esti-
mation, an inclusion method is presented in Eriksson and Nielsen (2014). An LP-
egr (Low pressure egr) system would impact the temperature at ivc with lower
exhaust gas temperature and therefore lower temperature gradient coupled to
the residual gas.

3.4 Pulsating Flow

Since the fluid flow is pulsating, due to the nature of an ice, makes it an interest-
ing aspect to consider. There are two main types of pulsations, either pulsations
induced by the cylinders’ pumping strokes or if the ice is turbocharged, which
would transfer the predominant pulsating flow that occurs in the exhaust into
the intake flow via the compressor. The effect of the pulsating flow on the heat
transfer has been investigated by several researchers, but the conclusions are not
uniform. Wang and Zhang (2005) simulates and validates experimentally a result
which says that the heat transfer increases with pulsations, Shiibara et al. (2017)
gets similar results when varying acceleration and deceleration for a water pipe.
But Plotnikov and Zhilkin (2017) concludes that the local heat transfer is reduced
by fluid unsteadiness.



4
Theory & Modeling

Presents the theory and models used in the thesis.

4.1 Intake Manifold Fluid Dynamics

As discussed in Section 3.2 the fluid dynamics can be simulated using advanced
third party cfd-programs or using one- or three-dimensional simulations. This
report will focus on making efficient but less detailed one-dimensional mod-
els since they will provide sufficient information for the application. Most one-
dimensional models discretize or integrate the one dimensional governing dif-
ferential equations. The discretization method leads to a grid of computational
points where the governing equations are calculated, interpolations can be used
between the points. The integration method leads to a finite amount of control
volumes of which the states are calculated for.

4.1.1 Staggered Grid

Staggered grid is a one dimensional modeling method which divides the pipe into
an arbitrary quantity of control volumes. These control volumes are assumed to
be ’well-mixed’ and therefore uses zero-dimensional equations to calculate each
control volume’s states. The combined data from all control volumes creates the
one-dimensional model. The dynamics between the control volumes are decided
by plug-modules which are placed between all control volumes, see Figure 4.1.
The computations are done in a manner described in Figure 4.2. The compu-
tations needs to be fed a mass flow at both endpoints and the temperature of
the mass flow. The mass flow originates, in this case, either from the throttle or
from the intake valves. The control volume governing equations are thus using
boundary conditions from a half time step before its time center and the plug

13



14 4 Theory & Modeling

Figure 4.1: Schematic view of the staggered grid modeling approach. The
picture shows an arbitrary set of N control volumes, with a corresponding
set of N-1 plug volumes. The interconnecting T:s and W:s represents the
temperature of the flow and the mass flow between the control volumes. All
volumes are spatially centered relative to each other.

control volume are using state data from a half time step before its time center.
This report considers three methods partly different modeling approaches to this
staggered grid simulation setup. The first method (’Method 1’) is based on Öberg
(2009), which uses the mass, energy and momentum balance equations as the gov-
erning equations. The medium is considered an ideal gas and the gas viscosity
is neglected. The plug-module uses Newtons second law of motion to determine
the dynamics between the control volumes, which means that the plug-volume
does not consider any internal energy of the gas. The second method (’Method 2’)
is based of Montenegro et al. (2011a,b) and is called 3DCell. This method uses
the nonlinear Euler equations as the governing equations, the medium is consid-
ered an ideal gas and neglects the gas viscosity. This method differentiates itself
from Method 1 since it uses a time-centered (and spatially centered) difference
grid that calculations made in the plug control volumes are made multiple time
levels at the same time, this creates the opportunity of having second-order ac-
curacy in time (Stockar et al., 2013). The third method Reduced Order Model
(’Method 3’) is also based on the nonlinear Euler equations but separates itself
from the two other methods as it can be implemented with an empirical link to
the application.

Control Volume – Method 1 & 2

This method uses the mass and energy balance equations as the governing equa-
tions in the control volume. The pressure is approximated with the ideal gas law.
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Figure 4.2: Plot showing the staggered grid spatial and time steps.

The governing equations in the control volume are

∂ρ

∂t
+
∂(ρu)
∂x

+
ρu

A
dA
dx

= 0

∂(ρe0)
∂t

+
∂(ρuh0)
∂x

+
ρuh0

A
dA
dx
− ρq̇ = 0

(4.1)

which is formulations of the mass and energy conservation laws. A case where
the control volumes’ volumes remains constant means that the third terms in
both equations are redundant. This is the case for the intake manifold. The fluid
is considered an ideal gas, i.e. the following equations:

p = ρRT e = cv(T )T h = cp(T )T (4.2)

where a common assumption is using constant specific heats.

Mass balance:
dmi
dt

m+1

i
= ṁn+1/2

i−1/2 − ṁ
n+1/2
i+1/2 (4.3)

Energy balance:
dEi
dt

m+1

i
= Ḣn+1/2

i−1/2 − Ḣ
n+1/2
i+1/2 + Q̇i (4.4)

Ideal gas law:

pV = mRT ⇔ pm+1
i =

mm+1
i RT m+1

i

Vi
(4.5)

The control volume states can either originate from up- or downstream. The
input change in enthalpy (Ḣin) is dependent on the upstream control volume
states and the output change in enthalpy (Ḣout) is dependent on the downstream
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volume states. Eq. (4.6) presents how each enthalpy is calculated, which plug
volume that is up or downstream depends on the flow direction.

Ḣn+1/2
i±1/2 = (T · ṁ · cp(T ))i±1/2 (4.6)

The change in temperature is derived from the differentiation of the inner energy
E=m · e where e = cv(T) · T and is shown in Eq (4.7).

dTi
dt

m+1

i
=

1
mm+1 · cv(T )

(dEi
dt

m+1

i
− e(T )mi

dm
dt

m+1

i

)
(4.7)

Heat transfer (Q̇), which is added in Eq. (4.4), is a subject that will be elaborated
in Section 4.2.

Plug-volume – Method 1

This plug volume method is from Öberg (2009), which uses Newton’s second
law of motion with an ad-hoc dampening constant (kFric) to calculate the change
of speed taking place between the control volumes, its function is shown in Eq.
(4.8). The temperature and pressure of the flow is assumed to be unchanged from
its originating control volume. The originating control volume is decided by the
sign of the flow speed which is assumed to be as shown in Eq. (4.9). This will
approximate the diffusion of the flow throughout the pipe.

dui+1/2

dt

n+1/2
=

2A(pm+1/2
i − pm+1/2

i+1 )

mm+1/2
i + mm+1/2

i+1

− uni+1/2 · kFric (4.8)


T n+1/2
f low , pn+1/2

f low = T m+1/2
i , pm+1/2

i if u > 0

T n+1/2
f low , pn+1/2

f low = T m+1/2
i+1 , pm+1/2

i+1 if u < 0
(4.9)

The mass flow is calculated with the expression for mass flow and the ideal gas
law.

ṁn+1/2
i+1/2 =

pn+1/2
f low Au

n+1/2
i

RT n+1/2
f low

(4.10)

Plug Volume – Method 2

The plug modelling is based on Montenegro et al. (2011a,b). Stockar et al. (2013)
presents the approach used by them as well as an extension which increases the
precision during subsonic flow. The starting point is the Euler momentum equa-
tion presented below.

∂(ρu)
∂t

+
∂(p + ρu2)

∂x
+
ρu2

A
dA
dx

= 0 (4.11)
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The momentum equation is integrated over the plug volume using the following
derivative

dṁi+1/2

dt

n+1/2
=

1
∆x

[(ρu2 + p)m+1/2
i+1 − (ρu2 + p)m+1/2

i ]Ai+1/2 (4.12)

and the enthalpy flow, which is used as an output in Stockar et al. (2013) is calcu-
lated with

Ḣi±1/2 = ṁi±1/2 · h0 (4.13)

where the direction of the flow directs what values to be used. The direction of
the flow in the control volume is approximated with the sign of the mass flow, i.e.
a negative mass flow changes the usually downstream position into the upstream
position. The implementation done in this thesis calculates only the mass flows
in the plug-volume and calculates the corresponding enthalpy flow in the control
volume. This is done purely to create a modularity within the methods.

As a second-order solution does not guarantee stability for all solutions, espe-
cially for large pressure gradients an additional source/damping term is added
to Eq. (4.12), which is shown in its entirety in Eq. (4.17) (Stockar et al., 2013).
The source term is added to the Euler momentum equation as in Eq. (4.14).

∂(ρuA)
∂t

+
∂(ρu2A + pA)

∂x
=
∂S
∂x

(4.14)

The source term is defined in every control volume with differential equation
defined in Eq. (4.15).

S = ε
∂(ρuA)
∂x

(4.15)

Where ε is defined by the following equation.

ε =
u∆x

2
− u

2∆t
2

(4.16)

The resulting equation for the mass flow, which compensates for large pressure
gradients, is shown in Eq. (4.17).

dṁi+1/2

dt

n+1/2
=

1
∆x

[(ρu2 + p)m+1/2
i+1 − (ρu2 + p)m+1/2

i ]Ai+1/2+

+
1
∆x

[
εi+1

ṁmi+3/2 − ṁ
m
i+1/2

∆x
− εi

ṁmi+1/2 − ṁ
m
i−1/2

∆x

] (4.17)

Control Volume - Method 3

The ROM model is presented in Stockar et al. (2013) and is as mentioned based
on the same physical equations as ’Method 1 & 2’ – the non linear Euler equa-
tions. The Euler equations are projected on Spatial Basis Functions (SBF) cou-
pled to the partial differential equation states. The SBFs calculate the boundary
values for the primary- and plug-control volumes. They are either coupled to the
states with an empirical or polynomial approach, this means that a high precision
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implementation could compensate for the intake manifold/primary pipes’ geom-
etry and measurements. A derivation of a general SBF can be found in Stockar
et al. (2013).

∂ρA

∂t
+
∂ṁ
∂x

= 0

∂ṁ
∂t

+
∂
∂x

(
Aρe0(γ − 1) +

ṁ2

ρA

)
= 0

∂(ρAe0)
∂t

+
∂
∂x

[
ṁe0γ

]
= 0

(4.18)

∂ρA

∂t
+
∂ṁ
∂x

= 0

∂ṁ
∂t

+
∂
∂x

(
Aρe0(γ − 1) +

ṁ2

2ρA
(3 − γ)

)
= 0

∂(ρAe0)
∂t

+
∂
∂x

[
γṁe0 + (1 − γ)

( ṁ3

2ρ2A2

)]
= 0

(4.19)

Table 4.1 shows the two simplest possible SBFs. Eq. (4.20) shows how the state
values used in the SBF are computed, which is the mean value per length unit of
either the control- or plug volumes.

Table 4.1: Polynomial Spatial Base Functions. Can be extended to an arbi-
trary order of polynomials.

Order Formula
ρ(t, x = L) = ρ∗i

Constant ṁ(t, x = 3L/2) = ṁ∗i−1/2
e0(t, x = L) = e∗0,i
ρ(t, x = L) =

ρ∗i+ρ
∗
i+1

2

Linear ṁ(t, x = 3L/2) =
ṁ∗i−1/2+ṁ∗i+1/2

2

e0(t, x = L) =
e∗0,i+e

∗
0,i+1

2

ρ∗(t) =
1
L

L∫
0

ρ(t, x)dx

ṁ∗(t) =
1
L

1.5L∫
0.5L

ṁ(t, x)dx

e∗0(t) =
1
L

L∫
0

e0(t, x)dx

(4.20)



4.2 Heat Transfer 19

4.1.2 Courant-Friedricks-Lewy Criterion (CFL)

Courant et al. (1928) described a criterion which is necessary for convergence
when solving partial differential equations, the critereon is shown in Eq.(4.21).
This criterion makes sure that the distance traveled of the fluid information dur-
ing computations is lower than the discretization length. This means that the
information only travels to the connecting control volumes. Implicit solvers re-
quires a lower Cmax than explicit solvers, the Cmax is typically set around 0.8.

C =
u∆t
∆x
≤ Cmax (4.21)

V = A · L = A ·∆x · n⇔ ∆x =
V
An

(4.22)

C =
uAn
V

∆t (4.23)

4.1.3 Adiabatic Intake Manifold

An adiabatic model of the entire intake manifold is a common way to obtain a
zero-dimensional model. This model consists of one control volume which is
similar to the staggered grid control volumes, as it is also derived from the mass-
and internal energy balances. The governing state equations are shown in Eq.
(4.24), and the pressure is calculated with the ideal gas law (see Eq. (4.5)).

dm
dt = ṁin − ṁout
dT
dt = 1

mcv
[ṁincv(Tin − Tout) + R(Tinṁin − Toutṁout) − Q̇]

(4.24)

4.2 Heat Transfer

Heat transfer affects the intake manifold temperature when the fluid is flowing
through the manifold and when the heated residual exhaust gases are mixed with
the air from the intake manifold. Outside the cylinder most heat transfer comes
from convection or conduction, while inside the cylinder radiation from the com-
bustion also makes an addition, but can be neglected when then flame reaches
the wall (Hamamoto et al., 1996).

4.2.1 Convection and Conduction

Convection is heat transfer from a flowing fluid to a solid. The rate of the heat
transfer is decided by the fluid and the magnitude of the flow. Convection is
described using Newton’s law of cooling, where A is the effective area and h is in
this case the heat transfer coefficient.

Q̇conv = hA∆T = hA(T − Tw) (4.25)
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The heat transfer coefficient is empirically described, in the following case as a
function of flow speed (u) gathered from Eriksson and Nielsen (2014).

h =

7.12u0.8 if u is ≥ 5
5.8 + 4u if u is < 5

(4.26)

Conduction is the transfer of heat within a solid where there is a temperature
difference between its surface areas. Conduction is described with the following
Equation if the solid is a square

Q̇cond = A
k
l

(T1 − T2) (4.27)

and with the following equation if the heat is conducted through a pipe wall.
Where Ai is the inner area (A=2πriL), ri is the inner radius, r0 is the outer radius
and λ is the thermal conductivity of the material.

Q̇conv = Ai
λ

ri ln
r0
ri

(T1 − T2) (4.28)

4.3 Cylinder and Combustion Modeling

A sufficient cylinder model will enable a simulation of the filling and emptying of
the cylinder and manifold. Figure 4.3 shows how a usual cylinder pressure cycle
looks like. The fresh air is added to the cylinder during the first expansion stroke,
fuel is added either through the port simultaneously with the air or via a direct
injection injector inside the cylinder. The air-fuel mixture is then compressed
and usually somewhere during the compression stroke ignited. The combustion
phase is entered when the air-fuel mixture has caught fire. The exact angle of
when the combustion phase occurs is dependent on the ignition angle and thus
allows it to occur either both during the compression phase or solely during the
second expansion phase. The four stroke cycle is then completed with the second
compression stroke where the exhaust gases is forced out of the cylinder.

The cylinder model needs to capture the varying cylinder volume, change of
temperature, pressure, mass and the combustion. The heat transfer taking place
is neglected in order to simplify the simulation. Heat transfer models can be
added with the Woschni correlation (Woschni, 1967) – which compensates for
convection and radiation heat transfer. The cylinder pressures will generally be
higher than actual as a consequence of the disregarded heat losses.

4.3.1 In Cylinder Single-Zone Model

The single zone model works as a ’well stirred’ single gas with uniform pressure,
temperature and composition. The cylinder is either an open system or a closed
system. It is considered an open system when the intake/exhaust valves are open
and a closed system when the valves are closed. The general governing equations
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Figure 4.3: Picture showcasing the procedure in the crank angle domain.
The mixing process in the cylinder decides initial values for the combustion.
Original figure from Eriksson and Andersson (2002).

utilizes mass and energy balance and models the combustion as an heat addi-
tion. A first law of thermodynamics analysis for the cylinder volume gives the
following equation

dU = dQhr − dW − dQht +
∑
i

Hi (4.29)

where the last term is very broad and compensates for the energy flow in and out
of the cylinder – both fuel and air. The equation can be constructed to depend on
either time or crank angle. The volume expansion work is modeled with the basic
expression for work P = p · v ⇔ dW = pdV and p is eliminated with the ideal
gas law. Differentiation of the internal energy, insertion of the volume work and
the ideal gas law gives Eq. (4.30). Which is the temperature governing equation
(4.7) but with additional terms for heat transfer and heat release.

dT = −
(γ − 1)RT

V
dV +

1
mcv

dQhr − dQht +
∑
i

(hi − ui)dmi

 (4.30)

The closed system model assumes that there is no mass transfer out of the cylin-
der, this assumption gives Eq. (4.31)

dT = −
(γ − 1)RT

V
dV +

1
mcv

(
dQhr − dQht

)
(4.31)

The pressure change is calculated with the ideal gas law and effects due to cylin-
der leakage and crevice volumes are neglected.

4.3.2 Net Heat Release

The heat release can either be calculated in a backwards or forwards manner.
A backwards manner means that the heat release is calculated using measured
cylinder pressures. A forwards manner uses the heat release as an input, and
gives the cylinder pressure as an output. The measured pressure gradient can
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Figure 4.4: Tuning parameters a and θcomb is set to 5 and 50 ◦. Original
figure is presented by Eriksson and Nielsen (2014).

be derived for whichever scalar that is desired, a common scalar is the cylinder
crank angle. The volume (V) in the cylinder is dependent on the crank angle
and thus that relation also need to be defined. These types of analysis is further
explained in Eriksson and Nielsen (2014). In this case the net heat release is
modeled by approximating the combustion with the well known Vibe function
(Vibe and Meißner, 1970). The Vibe function is applied when approximating the
mass fraction burned, mfb (xb), shown below

xb = 1 − e−a
(
θ−θSOC
∆θcomb

)m+1

(4.32)

and on its differentiated form describing the burn rate

dxb(θ)
dθ

=
a(m + 1)
∆θcomb

 (θ − θig )

∆θcomb

me−a( θ−θSOC∆θcomb

)m+1

(4.33)

θ represents the crank angle, θSOC is the angle where the combustion starts,
θcomb is the combustion duration and a and m are tuning parameters. Figure
4.4 shows how the mass fraction functions depends on the m tuning parameter.
The tuning parameters a and m is coupled to the physical domain via a depen-
dency of flame development angle (θd) taking place between ignition and 10 %
mfb, and a fast burn angle (θb) taking place between 10-85 % mfb (Heywood,
1988). Thornberg and Eriksson Kraft (2018) presents how the tuning parame-
ters are optimized to fit a measured pressure trace. As the Vibe function is over
parameterizated one of the parameters has to be fixed in order to get a unique
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solution. If the combustion duration ∆θcomb is fixed the parameters become

m =
ln

(
ln(1−0.1)
ln(1−0.85)

)
ln(∆θd) − ln(∆θd + ∆θb)

− 1 (4.34)

a = −ln(1 − 0.1)
( θ
∆θd

)m+1
(4.35)

∆θcomb ≈ 2θd + θb (4.36)

The heat release added to (4.31) is calculated with

dQhr
dθ

= Qin
dxb
dθ

(4.37)

where Qin represents the energy added by the fuel and is described with the
following equation

Qin = mf qHV ηf (4.38)

where qHV is the specific lower heating value of the fuel, which compensates for
the energy loss caused by evaporated fuel, mf is the fuel mass and ηf is the com-
bustion efficiency. If the model is dependent on integrating with respect to time,
such as a Simulink model, a scaling factor converting to a time dependence is
needed i.e. using the substitution of dt = dθ/ω. The amount of fuel could be
modeled with great accuracy if the fuel injector module was modeled, but a sim-
pler approach would be to assume instant injection modeled with the following
equation

ṁf =
ṁac

λ
(
A
F

)
s

· (1 − xr ) (4.39)

and integrated over the air charge duration i.e. between ivo and ivc to achieve
the total mass of fuel added.

4.3.3 Thermodynamic Parameter Model

In order to sufficiently and accurately model the pressure and temperature changes
in the cylinder during the large span of temperatures occurring between ivo and
evc, changes in the thermodynamic parameters is needed. Klein (2007) con-
cluded that γ is the most imminent variable when calculating the heat release
rate. The model used in this thesis was presented by Gatowski et al. (1984) which
is a linear model and thus quite simple, the model is presented in Eq. (4.40).
Klein (2007) also presented a more advanced model with higher accuracy.

γ(T ) = γ300 + b(T − 300) (4.40)

Model parameters can be approximated as γ300 ≈ 1.35 which is the heat capacity
ratio of air at 300 K and b ≈ 7 · 10−5.
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4.3.4 Residual Gas

The residual gas is trapped exhaust gas in the cylinder from previous combus-
tions. There are many methods to estimate this parameter, some methods are
described in Nikkar (2017). The residual gas in the simulation models are ap-
proximated as the remaining mass in the cylinder at evc. The residual gas is
calculated with the following equation

xr =
mcyl,EV C

mcyl,EV C + mair,IV C
(4.41)

where no bookkeeping is done in order to compensate for possible residual gas
staying in the cylinder during multiple cycles. This equation is only valid when
there is negative overlap.

4.3.5 Cylinder Geometry

The following equation describes the cylinder volume, which is needed in the
open and closed cylinder models.

V (θ) = Vd

 1
rc − 1

+
1
2

( l
a

+ 1 − cos θ −
√( l

a

)2
− sin2 θ

) (4.42)

Vd =
πB2L

4
(4.43)

Where Vd is the maximum displacement volume, rc is the compression ratio, l is
the connecting rod length and a is the crank radius. Figure 4.5 puts the geometric
parameters into context.

Figure 4.5: Geometry of the cylinder.
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4.4 Compressible Flow Model

The mass flows through the throttle, intake and exhaust valves during sonic and
sub-sonic velocities. When the flow happens at such high velocities a compress-
ible model is needed to accurately describe the flow. The base equation of a flow
through a restriction is based on the following assumptions: the fluid is com-
pressible, mass is not moving before the restriction, no heat transfer and that the
process is reversible. Heywood (1988) has derived the model in his Appendix C
and the result is as follows

ṁ = CdA
pup√
RTup

Ψ (Π) (4.44)

where
Π =

pdown
pup

(4.45)

Ψ =



√
γ
(

2
γ+1

)( γ+1
γ−1

)
if Π < 2

γ+1

γ
γ−1

Ψ0 if 2
γ+1

γ
γ−1 > Π > Πlin

Ψ0(Πlin) 1−Π
1−Πlin

otherwise

(4.46)

Ψ0 =

√
2γ
γ − 1

(
Π

2
γ −Π

γ+1
γ

)
(4.47)

A linearized part of the Ψ -curve is used in order to decrease the computational
cost, a lower Πlin results in faster but less accurate simulations. Figure 4.6 shows
how the Ψ functions varies with the pressure ratio (Π). The area marked around
pressure ratio 0.9 shows the interval where a linearization is of interest in terms of
computational cost. It is of interest since a small change in pressure ratio results
in big change in terms of Ψ value, therefore small computational fluctuations in
terms of Π would cause oscillations. As the mass flows from a higher pressure to
the lower pressure this model can be used for flows in both directions. Which is
a common scenario for the intake valve, where the mass usually flows out of the
cylinder during the beginning and ending of the valve flow process (Heywood,
1988).

4.5 Valve Mechanics

The intake and exhaust valves are controlled with two cam axles which mechan-
ically pushes the valves between an open and closed state. The cam axles are
synced with the engine rotational speed with a timing belt connected to the crank
axle.

The four stroke engine cycle contains of, as discussed in Section 2.2, two
compression- and expansion strokes - during a total of two revolutions. The in-
take valve is usually opened somewhere between the end of the second compres-
sion stroke and the first expansion stroke. The exhaust valve is usually opened
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Figure 4.6: Ψ function with highlighted problematic Π-values, simulated
with γ = 1.4. Πcrit is the point where the flow shifts between sonic and sub-
sonic. The second marked area is where a linearization of Ψ is reasonable.
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Figure 4.7: Figure showing the lifts of the intake and exhaust valves. The
overlap in this the particular case is 31.4◦ and is displayed in the bottom
picture.

somewhere towards the end of the second expansion stroke and closed between
the end of the second compression stroke and the first expansion stroke. The ex-
act angle where the valves open and close is usually variable with an opportunity
to phase shift the cam axles. Figure 4.7 shows how the valve lifts as a function of
crank angle. In this case the overlap is 31.4 ◦, but can be phased into a negative
overlap. The crank angle timing are defined from their positions furthest away
from each other, i.e a phase shift of 10 degrees puts either valve timing 10 degrees
close to the others default position. The shape of the cams can be approximated
with the following geometric functions expressed for the case of an intake valve
or exhaust valve.

pos =


1 − cos2

(
θ−θIV O,corr

(θIV C+θIV O,corr )/2
· π2

)
θ ≥ θIV O, θ < (θIV O,corr + (θIV C + θIV O,corr )/2)

cos2
(
θ−(θIV C−(θIV C−θIV O,corr )/2)

(θIV C+θIV O,corr )/2
· π2

)
θ ≥ (θIV C − (θIV C − θIV O,corr )/2), θ ≤ θIV C

0 otherwise
(4.48)
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Table 4.2: Geometric valve parameters.

Lift height Lv
Head diameter Dv
Seat width w
Seat angle β
Stem diameter Ds
Mean seat diameter Dm(= Dv − w)
Port diameter Dp

pos =


1 − cos2

(
θ−θEVO

(θEV C,corr−θEVO)/2 · π2

)
θ ≥ θEVO, θ < (θEVO + (θEV C,corr − θEVO)/2)

cos2
(
θ−(θEV C,corr−(θEV C,corr−θEVO)/2)

(θEV C,corr−θEVO)/2 · π2

)
θ ≥ 4π − (θEV C,corr − θEVO)/2, θ ≤ 4π

kθ + m θ ≥, θ ≤ θEV C
(4.49)

Where θIV O,corr is the corrected value if it is phase shifted past tdc. A phase shift
past tdc also means that you need to correct the first if statement. Similar com-
pensation for θEV C is needed. Parameters k and m are linearization parameters
from tdc to evc.

The opening area is modeled as a function of the valve lift height and geome-
try of a poppet valve described in Heywood (1988).

A =



πLv cos(β)(Dv − 2w + Lv
2 sin(2β)) if Lv > 0, Lv <

w
sin(β) cos(β)

πDm
√

(Lv − w tan(β))2 + w2 if Lv >
w

sin(β) cos(β) , Lv < w tan(β) +

√
(

(D2
p−D2

s )
4Dm

) − w2

π
4 (D2

p − D2
s ) if Lv > w tan(β) +

√
(

(D2
p−D2

s )
4Dm

) − w2

0 otherwise
(4.50)

An explanation of the valve geometry parameters is shown in Table 4.2 and the
lift height is in this case approximated as pos multiplied with the maximum lift
height. Higher precision simulations would use mapped data. The discharge
coefficients are implemented to emulate the plots presented by Heywood (1988),
the implemented discharge coefficients are shown in Figure 4.8.
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Figure 4.8: Figure showing the intake and exhaust discharge coefficients as
a function of valve lift and valve head diameter.





5
Test Setup

The goal of the testing is to gather validation data to compare with simulated
data, with the main focus on temperature measured with extraordinary fast tem-
perature sensors. A comprehensive overview and reasoning of the test plan can
be found in Section 5.4. The testing was done at the vehicular systems depart-
ment at Linköping University with a test engine supplied by vcc, which was a
turbocharged gasoline engine. Corresponding commercial engine name would be
a T3, T4 or T5. The engine is, on command, software controlled with a program
called INCA, sold by ETAS. Table 5.1 shows the engine and volume specification.
Figure 5.1 shows a picture of the test engine with the temperature sensor module
mounted on the intake manifold.

Table 5.1: Engine specification.

Cylinder volume 2.0 l
Cylinders Inline 4
Compression ratio 10.8
Bore 82 mm
Stroke 93.2 mm

Exhaust manifold 2 l
Intake manifold (plastic) 2 l
Pipe volume (approx.) 0.157 l
Effective intake volume 2 l + 8 · 0.157 l

31
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Figure 5.1: Volvo test engine with the temperature module mounted on the
intake manifold.

5.1 Data Sampling

As mentioned above, the main focus is to capture the fast temperature transients
accurately. But to analyze the effects of the built in ECU-control most ECU data
is sampled as well. Furthermore, the cylinder pressure is also sampled which
can be used to approximate the combustion Vibe-parameters and compared to
simulation values.

The intake temperatures and pressures are sampled at 1000 Hz, this sampling
rate is feasible as it captures 1000 samples during the transient which usually oc-
curs during one second, see Section 6. The temperature sensor, a MEDTHERM
fine wire probe, with a time constant of 4-5 ms. The sensor dynamics are cap-
tured in simulations with a first order filter with the sensor time constant and
sampling frequency. The pressure is measured with previously mounted sensors,
the exact placement of the pressure sensor is considered indifferent since the
pressure can be assumed to propagate at the speed of sound.

5.2 Temperature Sensor Placement

The sensor placement is sensitive with respect of the air getting hotter closer to
the valves, both due to successively hotter air getting compressed and eventual
influence from backflow of residual gas. Furthermore, the cylinders are not work-
ing in conjunction in a manner that is not known to the sampled signals from the
ECU, this means that the timing with respect to the mass flow at the sensor varies
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Figure 5.2: Figure showing the sensor setup. The red and blue dots repre-
sents the mounted temperature sensors. The left picture represents the pipes
running down to the cylinders. Each cylinder has two separate intake valves
and pipes.

unpredictably from test to test. This means that the maximum transient temper-
ature could vary from test to test. Two temperature sensors were placed as close
to the valves as possible and two at a slightly longer distance to the valves, this
was done in order to get two validation points. The positioning of the sensor is
important since it is a wire probe, the wire should be placed perpendicular to the
mass flow in order to maximize the exposure to the mass flow. Both sensors were
slightly at angle to mitigate this. Figure 5.2 shows how the sensors were placed.

5.3 Pegging the Cylinder Pressure

Pegging is the name of the process when you sync the sensor data, often sampled
in Volt, and convert it into a chosen pressure scale. There are many methods to
complete this process, simpler processes which impose certain model inaccura-
cies and more complex methods which considerably reduce these uncertainties.
Kangyoon et al. (2008) presents a study on different pegging methods. Meth-
ods syncing the pressures at intake-bdc, using several reference points or a least
squares method is presented. Syncing the pressures at intake-bdc is the simplest
and induces measurement noise uncertainties, but this is for simplicity reasons
the method that is used in this thesis (Kangyoon et al., 2008).

5.4 Tests

Since the transient behaviour is of interest all tests are dynamic and defined ei-
ther by a step up and down in throttle position or intake manifold pressure. Ev-
ery up and down step is given around 40 seconds in order to ensure stationarity
between the steps. A total of 101 different tests have been done, varying different
engine parameters in order to detect trends and isolate certain effects coupled to
different control signals. The vvt, turbo and throttle time constant has in differ-
ent variations been tested for engine speeds between 800 rpm- 2500 rpm. A full
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test list can be found in Appendix A.

• Locked vvt, negative overlap - 8.6 degrees between evc and ivo.
- This is done with the purpose of minimizing backflow effects.

• Free vvt, intake and exhaust camshaft controlled by ECU.
- This is done to see the influence of the current vvt-control.

• Varying vvt-settings
- Intake- and exhaust-vvt varied independently in order to isolate their
separate effects.

• Varying throttle ramping time
- This is done to see the influence of a changed pressure step time constant.

• Turbo-boosted pressure transient
- Made to see the effect of the slower turbo pressure gradient. This is tested
solely with free vvt.
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Results

The modeling, simulation and testing processes resulted in three types of results,
the first being related to the simulation setup, the second being related to vali-
dating the intake fluid dynamics compared to measurements and the last being a
sensitivity analysis. All tests were made with a locked VVT setting which gave a
gap of about 8.6◦ between evc and ivo, if not stated otherwise.

6.1 Simulation Setup

First of all is the different intake manifold models compared to each other, this is
followed up with an analysis of the importance of the amount of Control Volumes
that are simulated.

6.1.1 Control Volume Setup

The intake is modeled as a straight pipe. An effective area is calculated in or-
der to maintain the volume and length constant. As the curvatures in the pipe
and filling volume are approximated as straight the pressure gradients should be-
come a little to steep, as Renberg (2008) concluded. Some version of volumetric
efficiency is included as discharge coefficients are approximated and included in
the simulation model. Figure 6.1 shows how the intake and exhaust manifolds
are modeled, where the intake, in this case, is modeled with ten control volumes
and the exhaust with one control volume.

A matching control volume for any given point in the manifold is calculated
with the following equation

CV = ceil
(Ltot − Lpoint

LCV

)
(6.1)

35



36 6 Results

where Ltot is the total volume length, Lpoint is the distance from the point to
the ending of the volume and LCV is the length per each control volume. The
corresponding control volume is the CV -value rounded towards positive infinity
(MATLAB-function ceil). The length used in the simulation is approximated as
the length from the intake manifold wall to the stem pipe of the intake valve,
this length is shown in Figure 5.2. The temperature sensors’ position in a 10
control volume configuration is shown in Figure 6.1. The effective cross sectional
area of the 1-D interpretation is calculated as the total volume divided by the
approximated length of the intake system.

Figure 6.1: Picture showing the control volume setup. The intake manifold
is 1-D modeled with 10 control volumes, the cylinder and exhaust manifold
are 0-D modeled. The blue and red dots represents the temperature sensor
positions

6.1.2 Simulation comparison between ’Method 1’, ’Method 2’ &
’Method 3’

Method 1, Method 2 and Method 3, described in Section 4.1.1, is tested, under
comparable conditions i.e. with the same initial states, thermodynamic parame-
ters and geometry, with a step up and down in mass flow. That means that the
pressure in the intake manifold is built up as it is filled with more air. The mass
flow into the engine is simulated with a Mean Value Engine Model and the mass
flow into the manifold is given as a fixed input in order to ensure that it is the
intake manifold dynamics contributing to the computational requirements. All
models are simulated with two control volumes since it will simplify the com-
parison among them. Figure 6.2 shows how the pressure, temperature and mass
flows varies during the test sequence. Method 1 and Method 2 shows very similar
temperatures as they are stacked on each other in the figure. This is reasonable
since they are using the same control volume governing equations. The two differ-
ent plug volume models also seem to result in very similar results as the pressure
propagations also are very similar. Method 3 deviates from Method 1 and 2 as
the pressures propagates slower, the propagation is also clearly dependent on
the chosen SBF function. The linear SBF, which basically is a moving average
filter between two control volumes/plugs logically decreases the pressure gradi-
ent. Furthermore Method 3 shows a different temperature transient, with lower
maximum temperatures and shorter transient duration. Table 6.1 shows the min-
imum required time step for each method. The minimum required time step was
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Table 6.1: Minimum required time step for each method.

Method 1 (Öberg) 3300 Hz
Method 2 (3DCell) 17500 Hz
Method 3.1 (ROM con) 3200 Hz
Method 3.2 (ROM lin) 2800 Hz

Figure 6.2: Comparison of each intake dynamics model. Method 1 & 2 are
very close to each other or completely matching each other.

evaluated for this specific tested pressure step and could be approximated with
the CFL-criterion presented in Courant et al. (1928), but the presented numbers
are approximated via trial and error with an ode3 solver.

6.1.3 Temperature and Time-step Correlation

The choice of the amount of control volumes is not obvious, Figure 6.3 shows a
run down of max temperatures and time step sizes as the amount of control vol-
umes varies for Method 1. The changed maximum temperature is interpreted as
a leading indicator of how much information that is lost due to a sparse control
volume setup. The maximum temperature increases with the amount of control
volumes. The temperature rise between each level decreases as you go higher,
between 6 and 10 CVs there is a 1.256 % heightening in temperature but a signif-
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Figure 6.3: Time step and maximum temperature correlation with the
amount of control volumes.

icantly higher rise in its time step demand. Therefore going beyond 10 control
volumes would render in a slightly increased maximum temperature but at a sig-
nificant computational cost, which is in line with the CFL-criterion presented in
Section 4.1.2. Table 6.2 puts the time step requirements into a time perspective.
But the main objective of increasing the amount of control volumes is to increase
the temperature accuracy at a certain point in the manifold, this being right at
the intake port or at a measurement point.

Table 6.2: Computational time for each amount of control volumes.

Amount of CVs Computational time [s]
1 0.15
2 0.20
3 0.3
4 0.39
5 0.4628
6 0.56
10 0.98

6.2 Full Model Simulation

This section will compare a measured temperature with its corresponding control
volume in a Method 1 one-dimensional intake manifold with 10 control volumes.
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Table 6.3: Accuracy for 800 rpm 32kPa-81kPa during the positive and neg-
ative transient.

rmse- up Max dev - up rmse- down Max dev - down
Method 1 2.47 1.32 % 7.57 5.55 %
Adiabatic CV 17.77 10.82 % 20.25 10.5 %

A comparison with the the adiabatic control volume model is also included. If not
mentioned – assume the 155 mm sensor position in cylinder one. The transients
will be validated for three different engine rpm and two different pressure steps
for each engine rpm.

6.2.1 Temperature Transient Validation

This section compares the positive and negative temperature transients. The pres-
sure dynamics has been calibrated to match the measurements as good as possi-
ble. No heat transfer is simulated in neither case. As a consequence of this the
inlet temperature of the simulations are matched with the stationary tempera-
ture of the measurements precisely before the pressure step. Figure 6.4 and 6.5
shows the validation plots for the positive and negative temperature transient
at 800 rpm. Table 6.3 and 6.4 shows corresponding model performance indica-
tors, these values reflects the figures very well; as the positive transients generally
matches the measurements better than the negative transients. A faster positive
transient for Method 1 has a good agreement at all temperatures, and deviates
less than 1 % from the maximum measured temperature. But its faster transients
hurts its rmse-value. The time duration of its positive transients corresponds
well with the measured temperature. The effect of having no heat transfer can
be seen in the stationary temperature after the transient in Figure 6.4b, since the
measurements temperature slowly deviates from Method 1. The adiabatic 0-D
model lacks information in order to predict the specific measurement position
and is very influenced of backflow. The backflow increases the stationary tem-
perature when the intake pressure is low, and the stationary temperature is de-
creased when the intake pressure is increased since the backflow decreases with
an increased intake manifold pressure. The adiabatic model is struck extra hard
of the backflow since it assumes instant dissipation in its entire control volume.
The modeled negative transients shows a generally bad agreement with the mea-
surement. This is reflected in the models’ performance indicators. The measured
negative transients for the slower pressure transients, see e.g. Figure 6.5a, shows
a transient that solely decreases its temperature. However, the measured negative
transients for the faster pressure transient, see e.g. Figure 6.5b, shows a transient
temperature that both increases and decreases. The temperature also influences
the intake pressure.

Figure 6.6 and 6.7 and Figure 6.8 and 6.9 shows the validation plots for the
positive or negative temperature transients for 1000 rpm and 1500 rpm. Their
corresponding performance indicators are shown in Table 6.5, 6.6 and Table 6.7,
6.8. The general trends are intact through the different engine speeds. With
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(a) A slow temperature and pressure transient
at 800 rpm. Positive pressure gradient.

(b) A fast temperature and pressure transient
at 800 rpm. Positive pressure gradient.

Figure 6.4: Positive pressure gradient transients at 800 rpm.

(a) A slow temperature and pressure transient
at 800 rpm. Negative pressure gradient.

(b) A fast temperature and pressure transient
at 800 rpm. Negative pressure gradient.

Figure 6.5: Negative pressure gradient transients at 800 rpm.

Table 6.4: Accuracy for 800 rpm 30kPa-100kPa during the positive and neg-
ative transient.

rmse- up Max dev - up rmse- down Max dev - down
Method 1 2.96 -0.995 % 10.93 7.78 %
Adiabatic CV 20.8 14.75 % 229.5 14.7 %
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(a) A slow temperature and pressure transient
at 1000 rpm. Positive pressure gradient.

(b) A fast temperature and pressure transient
at 1000 rpm. Positive pressure gradient.

Figure 6.6: Positive pressure gradient transients at 1000 rpm.

Table 6.5: Accuracy for 1000 rpm 30kPa-85kPa during the positive and neg-
ative transient.

rmse- up Max dev - up rmse- down Max dev - down
Method 1 2.6 1.93 % 7.42 5.92 %
Adiabatic CV 15.59 11.43 % 19.4 11.3 %

better accuracy during positive transients and bad accuracy during negative tran-
sients.

6.2.2 Temperature Transient Correlation with in-cylinder
Temperature

The adiabatic model and Model 1 are run for a slow and fast temperature transient
at 800 rpm. Figure 6.10 shows all modeled intake manifold temperatures as well
as their corresponding simulated in-cylinder temperatures at ivc, i.e. one temper-
ature for each simulated cylinder cycle and may therefore seem a bit choppy in
the figure. Figure 6.11 shows the simulated cylinder pressures for Method 1, the

Table 6.6: Accuracy for 1000 rpm 30kPa-100kPa during the positive and
negative transient.

rmse- up Max dev - up rmse- down Max dev - down
Method 1 2.19 -1.16 % 10.05 7.29 %
Adiabatic CV 18.99 14.28 % 27.98 15.75 %



42 6 Results

(a) A slow temperature and pressure transient
at 1000 rpm. Negative pressure gradient.

(b) A fast temperature and pressure transient
at 1000 rpm. Negative pressure gradient.

Figure 6.7: Negative pressure gradient transients at 1000 rpm.

(a) A slow temperature and pressure transient
at 1500 rpm. Positive pressure gradient.

(b) A fast temperature and pressure transient
at 1500 rpm. Positive pressure gradient.

Figure 6.8: Positive pressure gradient transients at 1500 rpm.

Table 6.7: Accuracy for 1500 rpm 31kPa-80kPa during the positive and neg-
ative transient.

rmse- up Max dev - up rmse- down Max dev - down
Method 1 1.94 1.43 % 6.69 4.86 %
Adiabatic CV 13 11.01 % 20.27 10.53 %
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(a) A slow temperature and pressure transient
at 1500 rpm. Negative pressure gradient.

(b) A fast temperature and pressure transient
at 1500 rpm. Negative pressure gradient.

Figure 6.9: Negative pressure gradient transients at 1500 rpm.

Table 6.8: Accuracy for 1500 rpm 31kPa-100kPa during the positive and
negative transient.

rmse- up Max dev - up rmse- down Max dev - down
Method 1 3.53 -0.456 % 10 7.38 %
Adiabatic CV 14.07 13.3 % 26.05 14.3 %
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adiabatic model as well as a measured cylinder pressure during a corresponding
test session. The measured cylinder pressure is pegged as described in Section
5.3 – only pegged for one cycle and assumed to be true for all cycles. The conse-
quence of this can be seen in it’s plot since the intake pressure level varies when
it should be somewhat constant. The constants used to simulate the combustions
are the same for both Method 1 and the adiabatic model. These parameters were
chosen to a neutral pressure curve - with no delayed ignition tendencies or other
effects (θd = 8.58◦, θb = 8.14◦, θSOC = 325◦ i.e. an early combustion), but no
direct physical link to the actual test was used.

6.3 Test Data Results

This section focuses on presenting test cell results with varying engine settings
and highlighting the effects that these settings has on the transient temperature.

6.3.1 Pressure Gradient & Engine Speed

The plots in Section 6.2 hints to a dependence on the pressure difference change
in the intake manifold. Figure 6.12 shows how the absolute temperature differ-
ences and pressure differences for each test made in Section 6.2. The points at
a pressure differences below 60kPa are the tests named ”slow transient” and the
points above represents the ”fast transients”. A positive pressure gradient has a
clear trend; a lower pressure difference results in a lower temperature difference
and a higher pressure difference results in a higher temperature difference, which
is true for simulations and measurements. The negative pressure gradient proves
still to be difficult to analyze. Figure 6.13 shows how the time constant impacts
the transient temperatures, the increased throttle ramping time increases the in-
take pressure time constants which clearly impacts the temperature transient be-
haviour. The intake pressure is increased during additional cycles and therefore
the transient temperature is decreased by a closer balance between the in- and out
mass flow. An increased engine speed should theoretically increase the positive
pressure change time constant and decrease the negative pressure change time
constant. However, the effect of that is hard to decipher in Figure 6.12. Figure
6.14 shows equivalent pressure steps for four different engine speeds: 800, 1000,
1500 and 2500 rpm. The positive temperature transient, seen in Figure 6.12a,
clearly trends towards a lower maximum for a higher engine speed. The length
of the transient is also shortened with a higher engine speed. The negative tem-
perature transient, seen in Figure 6.12b, has a clear trend where the temperature
reduction gets bigger for a higher engine speed. This is due to the increasingly
faster emptying of the manifold at increasingly fast engine speed, this becomes
clear when studying the pressure curves. The pressure gradient clearly gets faster
with a faster engine speed.
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(a) Slow pressure and temperature gradient.

(b) Fast pressure and temperature gradient.

Figure 6.10: Figure showing the adiabatic control volume temperature and
temperature at ivc in orange and a 10 control volume implementation of
Method 1 in blue. The in-cylinder temperatures are the two deviating groups
of lines at a higher temperature level.
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Figure 6.11: Simulated cylinder pressures for the adiabatic model and
Method 1. The measured cylinder pressure, sampled during a similar pres-
sure transient, was done during a much longer duration, the data is therefore
cut in two pieces - hence the blue and orange colored lines. Method 1 appears
to be closer to the measured pressure levels than the adiabatic model.
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(a) Positive pressure gradient. (b) Negative pressure gradient.

Figure 6.12: Pressure difference and engine rpm correlation with the abso-
lute temperature difference.

(a) Positive pressure gradient. (b) Negative pressure gradient.

Figure 6.13: Throttle ramping time correlation with the absolute tempera-
ture difference at 800 rpm and a throttle step from 3% to 100 %. The tem-
peratures has been normalized in order to simplify the comparison.
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(a) Positive pressure gradient.

(b) Negative pressure gradient.

Figure 6.14: Similar pressure step made for four different engine speeds;
800, 1000, 1500 and 2500 rpm. The temperatures has been normalized in
order to simplify the comparison.
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Figure 6.15: Plot of the negative temperature transient for 6 different steps
in throttle position at 1500 rpm. The throttle percentage correspond to the
maximum throttle position, this renders in different maximum pressures.
The theoretical trend for the negative transient is intact up until a step size
corresponding to a 31% throttle opening. The temperature transients be-
yond 31 % are of similar magnitude and increases the temperature in an
abnormal way. The pressure gradient is also impacted as it get a momentary
slightly less negative gradient which looks like a dent in its curve.

6.3.2 Negative Transient Phenomena

The negative transients behaves, as stated previously, in a way that seems unpre-
dictable. Figure 6.15 shows the negative transients for four different pressure
(throttle) steps. The modeled theoretical trend is intact for throttle steps up until
a pressure step corresponding to 30 % throttle. At 30 % throttle the current mod-
els start to lack information since the transients behave different from expected.

6.3.3 VVT-settings

The VVT-settings, i.e. settings regarding the gap between the intake and exhaust
valve openings, is changed for the intake and exhaust valves separately. The in-
take valve settings are changed in Figure 6.16 and the exhaust valve settings are
changed in Figure 6.17. The figures shows the temperature measured at 130 mm
in cylinder four. The stationary temperatures at low pressure, i.e before the first
spike and after the second, gets higher for a higher phase shift in both cases.
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The positive and negative transients shows similar behaviours as during default
VVT-settings; the positive transient has a clear spike and the negative transient
is clearly smaller or nonexistent. Transient temperatures at 155 mm showed no
clear trend regarding the maximum temperature transients. The stationary lev-
els which might look as they get progressively more affected by measurement
noise are probably impacted by an increased amount of backflow. A backflow
would cause a noise-alike temperature measurement and increase the stationary
levels. Figure 6.18 shows the positive transients in detail, the pulsation phase
shift between the measurements from cylinder three and four during the low in-
take pressure phase supports the hypothesis of backflow as well as the amount of
pulsations – which matches with the engine speed of 1000 rpm. The pulsations
during high intake pressure (after the temperature transient) shows a potential
flow from the intake directly to the exhaust manifold, this is extra pronounced
in cylinder four. The direction of the VVT phase shift shows a clear connection
to the magnitude of the pulsations at low intake pressure, as a 30 CA phase shift
for the intake valves moves the opening into a compression stoke of the cylin-
der. This means that the cylinder pushes residual gases and exhaust gas into the
intake manifold. Whereas the phase-shifted exhaust camshaft is shifted further
into the intake-stroke, which means that the cylinder’s working against a back-
flow effect. This effect is not tested for the simulation case as its current fuel
controller cannot approximate the residual gas when there is an overlap between
the intake and exhaust valves.

6.3.4 Turbo-boosted Pressure Transient

Figure 6.19 shows how a pressure gradient mainly caused by the turbo increas-
ing the mass flow via the compressor. The positive pressure gradient is clearly
slower which, as concluded before, results in a lower temperature transient. The
temperature after the initial pressure gradient increases slowly until the negative
pressure transient is executed. The negative pressure transient is much faster
which consequently resulted in a bigger negative temperature transient.

6.4 Sensitivity Analysis

A sensitivity analysis is presented in Table 6.9. The sensitivity analysis induces
an isolated proportional model error in the cylinder temperature and pressure.
It varies the amount of control volumes representing the 1-D interpreted intake
manifold. The throttle and intake manifold mass flows are tested at a ’worst
case’-scenario. The ’worst case’-scenario represents two cases, either an over-
estimation before the pressure step and under-estimation during the higher pres-
sure, or an under-estimation before the step and and over-estimation during
the higher pressure. These scenarios will vary the pressure difference between
a broad set of intervals. The transient temperatures at the corresponding con-
trol volumes are compared to the measured temperature and is presented with
its rmse, maximum temperature deviation and maximum/minimum in-cylinder
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Figure 6.16: VVTi settings changed at 1000 rpm and 30kPa-100kPa. The or-
ange line represents the temperature directly after the throttle. The exhaust
cam axle is not phase shifted.
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Figure 6.17: VVTe settings changed at 1000 rpm and 30kPa-100kPa. The
orange line represents the temperature directly after the throttle. The intake
cam axle is not phase shifted.
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(a) Intake VVT crank angle changed. (b) Exhaust VVT crank angle changed.

Figure 6.18: Magnified picture of the temperature measurements at cylinder
three and four at 130 mm during varied VVT settings.
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Figure 6.19: Pressure gradient mainly powered by the turbo tested at 1500
rpm and 2500 rpm. The turbo primarily boosts the intake pressure above
atmospheric pressure (i.e. above 100 kPa).

temperature at ivc. This captures the accuracy of the model and how the max-
imum temperatures, both at the approximated sensor position and in-cylinder,
changes. Table 6.10 shows a smaller sensitivity analysis regarding the approxi-
mated length of the intake manifold. All lengths are changed uniformly which
means that the sensor is assumed to be placed in the same corresponding control
volume, all volumes are kept constant.
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Table 6.9: Sensitivity analysis varying the throttle mass flow, intake valve
mass flow, cylinder temperature, cylinder pressure and amount of control
volumes representing the 1-D interpretation of the intake manifold. The
sensitivity analysis is divided into two parts; one for the positive transient
and one for the negative transient.

Positive tr. -10/+10 % -5/+5 % -2/+2 % Reference +2/-2 % +5/-5 % +10/-10 %

T
hr

ot
tl

e rmse 3.57 3.36 3.238 3.15 3.07 2.91 2.68
Max dev. 2.29 % 2.12 % 2.02 % 1.95 % 1.86 % 1.73 % 1.51 %
TIV C 552 K 545.8 K 542.3 K 540 K 538.4 K 534.9 K 530 K

In
ta

ke
V

al
ve

rmse 3.153 3.1541 3.155 3.1527 3.1562 3.157 3.116
Max dev. 1.935 % 1.94 % 1.941 % 1.945 % 1.944 % 1.948 % 1.954 %
TIV C 539.9 K 540.03 K 540.12 K 540.05 K 539.95 K 540.44 K 540.26 K

-20 % -15 % -5 % Reference +5 % +15 % +20 %

C
yl

.
Te

m
p

. rmse 3.143 3.146 3.15 3.153 3.1524 3.15 3.149
Max dev. 1.94 % 1.9459 % 1.9457 % 1.95 % 1.945 % 1.942 % 1.940 %
TIV C 443.1 K 468.48 K 516.9 K 540 K 562.77 K 606.65 K 627.4 K

C
yl

.
P

re
ss

. rmse 2.91 2.95 3.07 3.15 3.23 3.37 3.44
Max dev. 1.951 % 1.958 % 1.952 % 1.95 % 1.932 % 1.9 % 1.88 %
TIV C 548 K 546.37 K 541.98 K 540 K 538.7 K 536.05 K 534 K

2 5 8 Reference 12 15 18

C
on

tr
ol

V
ol

u
m

e rmse 13.46 3.25 5 3.15 5.22 3.29 3.83
Max dev. 6 % 1.77 % 2.88 % 1.95 % 3.21 % 2.17 % 2.48 %
TIV C 489 K 522.33 K 535.4 K 540 K 543.9 K 547.8 K 549.74 K

Negative tr. -10/+10 % -5/+5 % -2/+2 % Reference +2/-2 % +5/-5 % +10/-10 %

T
hr

ot
tl

e rmse 7.97 7.25 6.84 6.57 6.32 5.96 5.37
Max dev. 7.15 % 6.53 % 6.17 % 5.92 % 5.69 % 5.37 % 4.81 %
TIV C 395.4 K 396.6 K 397.6 K 398 K 399.2 K 400.27 K 402.4 K

In
ta

ke
V

al
ve

rmse 6.6 6.59 6.558 6.576 6.58 5.57 6.562
Max dev. 5.949 % 5.939 % 5.935 % 5.921 % 5.929 % 5.92 % 5.909 %
TIV C 398.3 K 398.36 K 398.36 K 398.43 K 398.3 K 398.53 K 398.51 K

-20 % -15 % -5 % Reference +5 % +15 % +20 %

C
yl

.
Te

m
p

. rmse 6.62 6.6 6.584 6.576 6.568 6.55 6.55
Max dev. 5.964 % 5.95 % 5.928 % 5.92 % 5.913 % 5.904 % 5.901 %
TIV C 329.93 K 348.6 K 382.5 K 398 K 413.6 K 441.7 K 454.78 K

C
yl

.
P

re
ss

. rmse 7.11 7.00 6.73 6.57 6.41 6.05 5.86
Max dev. 6.78 % 6.52 % 6.08 % 5.92 % 5.78 % 5.49 % 5.32 %
TIV C 406.2 K 403.37 K 399.63 K 398 K 397.26 K 396.27 K 396 K

2 CV 5 CV 8 CV Reference 12 CV 15 CV 18 CV

C
on

tr
ol

V
ol

u
m

e rmse 14.85 6.66 8.18 6.57 8.35 6.72 7.3
Max dev. 10.38 % 5.95 % 7.27 % 5.92 % 7.56 % 6.2 % 6.76 %
TIV C 357.33 K 381.95 K 395.48 K 398 K 400.13 K 402.34 K 403.23 K
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Table 6.10: Sensitivity analysis varying the intake manifold length. All
length dimension are changed uniformly. Therefore is the sensor placement
assumed to be constant.

Positive tr. -10 % Reference +10 %

In
ta

ke
L

en
gt

h rmse 3.157 3.1527 3.1525
Max dev. 1.939 % 1.945 % 1.946 %
TIV C 541.4 K 540.05 K 539.02 K

Negative tr. -10 % Reference +10 %

In
ta

ke
L

en
gt

h rmse 6.557 6.57 6.58
Max dev. 5.91 % 5.92 % 5.935 %
TIV C 400.47 K 398 K 397.95 K
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Discussion

This chapter presents a discussion regarding the results, proposed focus areas in
order to simplify current models and current uncertainties that lies within the
implemented models and measurements.

7.1 Simulation Models

This section discusses the results presented regarding the choice, setup and vali-
dation of the intake manifold models.

7.1.1 Model Choice

Table 6.1 showed the step requirements for each method. These requirements are
hefty compared to the 0-D adiabatic control volume model presented in Section
4.1.3 which can be implemented without any stability requirements (without the
CFL criterion), the engineer merely sets the time step according to his/her perfor-
mance specification. It is apparent that Method 2 has too complex plug-volumes.
Method 1 & 3 has similar requirements but Method 1 seems to behave a bit more
logical during the end of the transient, as the temperature of the first control vol-
ume does not go below the ambient temperature - which would be logical if we
had a negative gradient on the pressure, but that is not the case. Method 1 was
therefore the preferred method and the model that was implemented as the 1-D
intake manifold dynamics model for the full simulations.
The adiabatic model shows to consider a lot of the stationary backflow which is
good when trying to model to model the stationary temperature. Its positive and
negative transients, e.g. seen in Figure 6.10, are not quite as accurate as it mod-
els a transient temperature corresponding to an average transient temperature in
the control volume, i.e. the transient temperature corresponds to the fifth control

57
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volume in a ten control volume configuration. The adiabatic models in-cylinder
temperature deviates quite much from Method 1s, this can be related to its cylin-
der pressure seen in Figure 6.11. It is the assumed lower intake temperature that
increases the modeled cylinder pressure as a higher mass of air fills the cylinder.
The residual gas fraction is reduced as a consequence of a higher cylinder pres-
sure at evo which increases the exhaust valve mass flow. The generally higher
amount of mass in the cylinder also decreases the temperature, which is why the
adiabatic model deviates at the stationary levels. In order to get a correct cylin-
der temperature, some model that corrects the cylinder pressure is needed, i.e.
the presented in-cylinder temperature for the adiabatic model can be assumed to
be misleading. But its not a far fetched assumption since its cylinder pressure is
significantly higher than the measured cylinder pressure, while Method 1 is fairly
close to the measured pressure.

Method 1 seems to capture most of the aspects affecting the positive transient,
such as the pressure difference, pressure step time constant and engine speed,
as its validations were quite consistent through all operating conditions which
tested all of these. Though smaller and slower pressure steps has a clear tendency
towards over-estimation. A possible explanation to this over-estimation could be
that the current implementation of volumetric efficiency (intake valve discharge
coeffcients) is closer to the actual volumetric efficiency of the intake manifold at
higher throttle mass flows than lower. It could also be coupled to the placement
of the sensor - which is in a curvature, the pressure gradient in a curvature is
usually over-estimated according to Renberg (2008). The over-estimated pressure
gradient leads to an increased temperature transient.

If an implementation using current models is desired, one would get better
results not trying to predict the negative transient – when concluding from the
validation data. This statement might be untrue as what’s happening beyond the
validation point is unknown. A possible explanation to this phenomena could
be that it is coupled to delayed ignitions and inefficient combustions resulting in
extra high cylinder temperatures. A higher cylinder temperatures combined with
what seems like higher backflows than modeled would yield in a similar effect.

7.1.2 Control Volume Setup

The length of the intake system was quite hard to approximate from two stand-
points. The first being the fact that the flow does not flow in a single direction, it
enters from the bottom and turns 90 ◦into the pipes and then into the engine. The
ideal case would be that the in and out flow of the control volume was separated
into two end-points. The other obstacle was the lack of hard measurement infor-
mation, some measurements has been done by hand and is therefore due to some
margin of error. The sensitivity analysis, in Table 6.10 shows that the length has
little impact on the actual end result, i.e. the in-cylinder temperature at ivc, but
a major impact when validating a specific point (as the RMSE is increased quite
a lot at +10 %). But as the maximum deviation is remained quite constant one
can conclude that a changed cross-sectional area mostly impacts the length and
propagation of the transient.
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Inspecting the simulation criterion presented by Courant et al. (1928) (see Eq.
(4.21)) one can see that the length and cross sectional area impacts the approxi-
mated required time step - thus making the length a tuning parameter between
accuracy and simulation time as it also changes to cross sectional area. A smaller
cross sectional area would decrease the required time step.

The amount of control volumes implemented depends on accuracy and com-
putational requirements. The sensitivity analysis in Table 6.9 shows that the in-
cylinder temperature is increased with a finer control volume discretization. The
positive and negative transient in-cylinder temperature difference, between five
and 18 control volumes is only about 5 %, therefore a substantial cut in compu-
tational cost can be made at a model-to-model relative decrease in accuracy at 5
%. The ability to validate at this specific sensor placement varies with how the
sensor is placed relative to the control volumes, but the general accuracy (above
two control volumes) is somewhat constant.

7.1.3 Non-intake manifold model Accuracy Requirements

Model accuracy dependency was investigated by inducing varying percentages of
model errors on the throttle and intake mass flow, cylinder pressure and temper-
ature, see Table 6.9. Inducing a modeling error for the throttle and intake valves
would impact the mass balance which basically changes the pressure dynamics,
a lower throttle mass flow equals a lower intake pressure which in turn equals
a lower transient temperature. A throttle mass flow model error clearly impacts
the end result, as both the validation point and in-cylinder temperatures are im-
pacted during both transients. The validation point temperature changes as the
pressure dynamics changes, thus varying the model validation accuracy. The
in-cylinder temperature is impacted by two effects – both by a higher/lower max-
imum temperature transient and by a higher/lower intake pressure that changes
the cylinder mass flow. As an example at -10%/+10% where the maximum tran-
sient temperature is higher as the pressure step is increased and the cylinder
is filled with more of the hotter transient temperature as the intake pressure is
higher.

The importance of the intake valve mass flow is noticeably lower, as both the
temperature at the validation point as well as in-cylinder temperatures remains
close to unchanged. As the intake valve mass flow relates to the model often
referred to as volumetric efficiency, which often is mapped for the specific in-
take manifolds and operating points. A similar approach for the intake valve
discharge coefficients would increase the model accuracy but not significantly.
A mapped intake valve discharge coefficient and throttle would not impact the
temperature much to these matched/iterated pressure curves, i.e. the throttle
opening area is not the same in simulation as in the experiment. But a mapped
intake valve dynamics and a better throttle model would reduce total simulation
time.

The in-cylinder models proves to be somewhat more important. An over-
estimation of the cylinder pressure leads to a lower amount of residual gas which
in the end changes the cylinder pressure at ivo which changes the intake valve
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mass flow. The combined effect means that the in-cylinder temperature at ivc
is decreased by an increased intake valve mass flow and a decreased amount of
residual gas. The cylinder temperature increases or decreases the temperature of
the backflow and thus has the main impact on the stationary levels during low in-
take manifold pressure. The in-cylinder temperature at ivc and temperature of
the residual gas would be inherently majorly impacted. The cylinder temperature
is therefore incredibly important. The VVT-settings also impacts the in-cylinder
temperature as it adjusts the residual gas fraction.

7.2 Intake Temperature Model Simplification

The results shows that there are several key areas that affects the transient intake
temperature. Key areas during a positive transient are

• Pressure difference

• Pressure step time constant

• Engine speed

and key areas during a negative transient are as follows.

• Pressure difference

• Pressure step time constant

• Engine speed

• Backflow

• Undefined coupled to the negative transient phenomena

An idea to rationalize is to include the effect from pressure difference and time
constant by either modeling the pressure gradient, or by using estimated mass
flows, or by measuring the pressure and calculating the gradient. Solely the posi-
tive intake manifold temperature transient is not very dependent on the residual
gas composition nor the backflow (also coupled to VVT-settings) since both of
their effects decreases with the increased intake manifold pressure. Their effects
are therefore more important during the negative transient as the intake mani-
fold pressure decreases.

Another idea to approximate only the transient temperatures would be to use
the heat transfer term in the adiabatic control volume to manipulate the other-
wise 0-D output into a 1-D output. The idea is to map the heat transfer term
to give different outputs depending on the manifold position. It would basically
mean a higher heat transfer term further into the manifold. The mapping could
either be done from measurements or simulations. The map should be paired
with some kind of trigonometric function, as a sinus, cosinus or Vibe function.
Stationary temperatures has to be approximated by some other method as sta-
tionary temperatures, especially further into the manifold, is particularly depen-
dent on the intake pressure (backflow), i.e. a trigonometric model would not be
suitable for a stationary scenario as it induces a stationary temperature offset.
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7.3 Measurement uncertainties

The sensors placed at 130 mm in both cylinder three and four shows generally
higher stationary temperatures, which is reasonable as they are placed further
inside the manifold. The temperature further into the manifold should be hot-
ter as the air gets further affection from heat transfer and potential backflow. But
the transient temperatures, which is shown in Figure 6.16 and 6.17 at 0 CA phase-
shifted VVT-settings (<5 K difference) compared with the transient temperatures
shown in Figure 6.6b (>20 K difference) are clearly lower. This seems unreason-
able and is probably due to a too low mass flow hitting the sensor (since the sensor
is not placed entiery perpendicular to the flow).
The transient temperature measurements may also be influenced by the intake
valve opening of the individual cylinders, i.e. the peak transient temperature
measured at cylinder one will be decreased if the intake valves at cylinder one is
opened slightly before the peak temperature.





8
Conclusions & Future Work

This chapter will summarize some conclusions and suggest relevant areas for
future work.

8.1 Conclusions

Conclusions based on the results and discussion are listed below.

• Method 1 appeared to be the most efficient 1-D model among the tested
methods. Current implementation has higher accuracy for higher throttle
mass flows.

• An implementation with more than five representative control volumes is
a choice that has to be motivated with a trade-off between accuracy and
computational cost, where accuracy has a high computational cost.

• There are four main areas which affects the transient temperatures; the pres-
sure difference, pressure step time constant, engine speed and backflow.
Backflow has biggest impact during low intake pressure, i.e. during a nega-
tive transient or during low intake pressure stationary conditions.

• Turbo control has little impact on the transient temperatures, it does how-
ever generally increase the intake air temperature.

• VVT-control has little impact on transient temperatures at the more reliable
155 mm sensor position.

• Current simulation models lacks information in order to accurately model
the negative transients.

63



64 8 Conclusions & Future Work

8.2 Future Work

A list of potential areas for improvement and further development.

• Use the complete comprehension retrieved in the air-path simulation model
and presented simplification ideas as resource when simplifying the tran-
sient temperature model. This is a logical step towards making the model
implementable in current ECUs.

• Redo measurements logged in-sync with the crank angle. This would help
when trying to conclude if the transient timing was amplifying or reducing
the transient temperature. Redo measurements with the sensors further
into the pipes. This would expand the validated section and therefore re-
duce the temperature ”grey area”.

• Use measured data in the simulation, such as the cylinder pressures instead
of simulating the combustion. This comes with the known complexity of
pegging the cylinder pressure, but would nonetheless significantly reduce
the required computational power and provide intake valve mass flows.
One could also install slower temperature sensors at different positions in
the manifold and utilize sensor fusion to adjust the stationary levels and
maintain the modeled transient behaviour. Similar sensor fusion could be
done with a pressure sensor that calibrates the mass flow estimations.

• Improve the combustion model - add heat transfer and a Vibe-parameter
predictor. A Vibe-parameter predictor is presented in Thornberg and Eriks-
son Kraft (2018). This is important as the cylinder temperature proved to
be very important when estimating the in-cylinder temperature at ivc.

• Improve throttle and intake valve model. This would improve model accu-
racy, a plausible major improvement for slow transients.

• Investigate the transient (and stationary) temperature difference between
the individual cylinders. The two inner cylinders gets a bigger portion of
fresh air than the two outer cylinders. Thus making the assumption of a
straight pipe to all cylinders invalid.

• Only negative overlap has been simulated, a new fuel controller that en-
ables further simulations with different VVT-settings would be interesting
for further understanding of the in-cylinder temperature. The new fuel con-
troller could use more advanced residual gas fraction methods or simply
ignore the residual gas – the analysis could then be focused on the cylinder
pressure and temperature and the effect it has on the in-cylinder tempera-
ture at ivc.

• Investigate or implement heat transfer models. All models are heat transfer
compatible as a heat transfer term is implemented for each control volume.
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A
Test list

This appendix presents a complete test list. This appendix is reffered to in Section
5.4

• LVVT = Locked VVT @ negative 8.6◦ overlap.

• FVVT = Free VVT control, i.e. volvo ECU-controlled.

• CVVT = Changed VVT settings.
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Table A.1: LVVT 800 rpm.

Test RPM Step Ramp time
1 800 3-13% 0
2 800 3-21% 0
3 800 3-22% 0
4 800 3-23% 0
5 800 3-25% 0
6 800 3-30% 0
7 800 4-40% 0
8 800 3-50% 0
9 800 3-60% 0
10 800 3-80% 0
11 800 3-100% 0

Table A.2: LVVT 1000 rpm.

Test RPM Step Ramp time
12 1000 3.5-13% 0
13 1000 3.5-21% 0
14 1000 3.5-22% 0
15 1000 3.5-23% 0
16 1000 3.5-25% 0
17 1000 3.5-30% 0
18 1000 3.5-40% 0
19 1000 3.5-50% 0
20 1000 3.5-60% 0
21 1000 3.5-80% 0
22 1000 3.5-100% 0

Table A.3: LVVT 1500 rpm.

Test RPM Step Ramp time
23 1500 5.5-13% 0
24 1500 5.5-21% 0
25 1500 5.5-22% 0
26 1500 5.5-23% 0
27 1500 5.5-25% 0
28 1500 5.5-30% 0
29 1500 5.5-40% 0
30 1500 5.5-50% 0
31 1500 5.5-60% 0
32 1500 5.5-80% 0
33 1500 5.5-100% 0
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Table A.4: LVVT 2500 rpm.

Test RPM Step Ramp time
34 2500 8.5-50% 0
35 2500 8.5-100% 0

Table A.5: LVVT 800 rpm.

Test RPM Step Ramp time
36 800 3-100% 0.5
37 800 3-100% 1
38 800 3-100% 1.5
39 800 3-100% 2

Table A.6: LVVT 800 and 1000 rpm.

Test RPM Step Ramp time
40 800 30-45kPa 0
42 800 30-45kPa 0.5
44 800 30-45kPa 1
46 1000 30-45kPa 0
48 1000 30-45kPa 0.5
50 1000 30-45kPa 1

Table A.7: LVVT 800 rpm.

Test RPM Step Ramp time
52 800 3-10% 0
53 800 3-17% 0
54 800 3-19% 0

Table A.8: LVVT 1000 rpm.

Test RPM Step Ramp time
55 1000 3.5-10% 0
56 1000 3.5-16% 0
57 1000 3.5-19% 0

Table A.9: LVVT 1500 rpm.

Test RPM Step Ramp time
58 1500 5.5-10% 0
59 1500 5.5-15.5% 0
60 1500 5.5-20% 0
61 1500 5.5-35% 0
62 1500 5.5-36% 0
63 1500 5.5-37% 0
64 1500 5.5-38% 0
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Table A.10: FVVT 800, 1000, 1500 and 2500 rpm.

Test RPM Step Ramp time
65 800 3-10% 0
66 800 3-13% 0
67 800 3-25% 0
68 800 3-50% 0
69 800 3-60% 0
70 800 3-100% 0
71 1000 3.5-11..6% 0
72 1000 3.5-16% 0
73 1000 3.5-25% 0
74 1000 3.5-50% 0
75 1000 3.5-60% 0
76 1000 3.5-100% 0
77 1500 5.5-10% 0
78 1500 5.5-15.5% 0
79 1500 5.5-20% 0
80 1500 5.5-25% 0
81 1500 5.5-35% 0
82 1500 5.5-38% 0
83 1500 5.5-50% 0
84 1500 5.5-100% 0
85 2500 8.5-50% 0
86 2500 8.5-100% 0

Table A.11: CVVT 1000 and 2500 rpm.

Test RPM Step Ramp time VVTi VVTe
87 1000 3.5-100% 0 0 10
88 1000 3.3-100% 0 0 20
89 1000 2.89-100% 0 0 30
90 1000 3.75-100% 0 10 0
91 1000 3.89-100% 0 20 0
92 1000 3.75-100% 0 30 0
93 2500 8.5-100% 0 0 10
94 2500 8.2-100% 0 0 20
95 2500 7.8-100% 0 0 30
96 2500 8.7-100% 0 10 0
98 2500 8.9-100% 0 30 0
999 2500 8.5-100% 0 30 10
1000 2500 8.5-24.2 0 0 5
1001 2500 8.5-24.3 0 0 9
1002 2500 8.378-24 0 0 15
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Table A.12: Turbo steps at 1500 and 2500 rpm. FVVT was activated. Version
1 is step from minimum throttle to a much higher throttle position with
closed wastegate. Version 2 is a step in wastegate position (from open to
closed) at a throttle position that permits turbocharging.

Test RPM Version
103 1500 1
104 1500 2
105 2500 1
106 2500 2
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