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Abstract

An important issue in diagnosis research is design methods for residual gen-
eration. One method is the Chow-Willsky scheme. Here an extension to the
Chow-Willsky scheme, called the ULPE scheme is presented. It is shown that
previous extensions to the Chow-Willsky scheme can not generate all possi-
ble parity equations for some linear systems. This is the case when there
are dynamics controllable from fault but not from the inputs or disturbances.
The ULPE scheme is able to handle also this case since it is, for both dis-
crete and continuous linear systems, shown to be a universal design method for
perfectly decoupling residual generators. Also included are two new straight-
forward conditions on the process for fault detectability and strong fault de-
tectability respectively. A general condition for strong fault detectability has
not been presented elsewhere. It is shown that fault detectability and strong
fault detectability can be seen as system properties rather than properties of
the residual generator.

1 Introduction

In the seventies, research about using analytical redundancy for fault detection
and diagnosis was intensified. One main area of interest was fault detection for
aircrafts and especially their control and navigation systems. In a work within
this field, Potter and Suman (1977) defined parity equation and parity function
(and also parity space and parity vector). This was originally a concept for
utilizing analytical redundancy in the form of linear direct redundancy. In
1984 the concept was generalized by Chow and Willsky (1984) to include also



dynamic systems, i.e. to utilize temporal redundancy. However only discrete
time parity equations were considered.

Included in their description is a design method to derive such parity equa-
tions. This method will in this work be referred to as the Chow- Willsky scheme.
Based on this method, a number of extensions have been proposed. This class
of design methods will in this paper be denoted Chow-Willsky-like schemes.
One important extension, provided by Frank (1990), includes also decoupling
of disturbances and non-monitored faults into the design. Another important
extension, was made by Hofling (1993) who showed that Chow-Willsky-like
schemes are valid also for continuous linear systems. In this paper the Uni-
versal Linear Parity Equation (ULPE) scheme, which belongs to the class of
Chow-Willsky-like schemes, is presented. In addition to earlier extensions it has
the property that for arbitrary linear system, all possible perfectly decoupling
parity functions can be obtained. Among other extensions is for example the
handling of the case when perfect decoupling is not possible (Lou et al., 1986).
Further Gertler (1991) has defined ARMA parity equations, which are equiva-
lent to linear residual generators. Also non-linear parity equations have been
discussed in literature. However no other uses of the term parity equations,
than in accordance with the definitions made by Potter and Suman (1977) and
later extended by Chow and Willsky (1984), have been widely accepted in the
research community.

The objective of designing parity functions is to use them in residual gen-
erators. Many other design methods for linear residual generations exists; all
resulting in similar or identical residual generators. Surveys of most well known
methods can be found in (Gertler, 1991; Frank, 1993; Patton, 1994). However
parity equations are attractive because they involve only simple mathematics.
Also attractive is that the set of all possible parity functions and also all resid-
ual generators can, as shown in the ULPE scheme, be completely parameterized
by a single vector.

Conditions for fault detectability have, in the literature, been treated in
different contexts. Here new straightforward conditions for fault detectability
and strong fault detectability are derived and presented. These conditions
are formulated in the context of parity equations and answers the question
whether there exists a residual generator in which the fault becomes detectable
or strongly detectable. It is shown that both fault detectability and strong
fault detectability can be seen as properties of the system. A condition for
strong fault detectability, has to the author’s knowledge, not been presented
elsewhere. Both conditions are derived using the ULPE scheme.

In Section 2, the ULPE scheme is presented and it is shown that previous
Chow-Willsky-like schemes are not able to generate all parity equations for
some linear system. This is the case when there exists dynamics controllable
only from the fault. The ULPE scheme is able to handle this case, and as shown,
the ULPE scheme is able to generate all linear parity equations for arbitrary
linear system. In Section 3, it is demonstrated how the ULPE scheme can be
used to obtain any residual generator. Therefore the ULPE scheme is also a



universal method for residual generator design for linear systems. Based on
the concepts of the ULPE scheme, Section 4 provides the conditions for fault
detectability and strong fault detectability analyses. To make the main text
more readable, the proofs of some lemmas have been placed in an appendix.

2 Parity Equations

This section describes the ULPE (Universal Linear Parity Equation) scheme,
and the relation to previous Chow-Willsky-like schemes. The purpose of parity
equations is for use in residual generators. It is assumed that the principle of
structured residuals is used. This means that the goal is to construct a residual
that is sensitive to some faults, referred to as monitored fault, and not sensitive
to other faults, i.e. non-monitored faults, or disturbances. We say that the
non-monitored faults and disturbances are to be decoupled.

First parity equation (also called parity relation) and parity function are
defined formally. These definitions are in accordance with the definitions of
generalized parity equation and generalized parity function in (Chow and Will-
sky, 1984). To shorten the notation, the word “generalized” is here omitted.

Definition 1 [Parity Equation]. A parity equation is an equation that can,
if all terms are moved to the right-hand side, be written as

0=A(o)y(t) + B(o)u(t)

where A(o) and B(o) are row vectors of polynomials in o, u(t) and y(t) are
the system input and output vectors, and o denotes the differentiate operator p
or the time-shift operator q. The equation is satisfied if no faults are present.

Definition 2 [Parity Function]|. A parity function is a function h(u(t), y(t))
that can be written as

h(u(t),y(t)) = A(o)y(t) + B(o)u(t)

where A (o) and B(o) are row vectors of polynomials in o, u(t) and y(t) are
the system input and output vectors, and o denotes the differentiate operator
p or the time-shift operator q. The value of the function is zero if no faults are
present.

Chow and Willsky (1984) also defined the order of the parity equation (and
function) as the highest degree o of o, that is present in the parity equation.

Parity equations or parity functions for linear systems can conveniently be
designed with Chow-Willsky-like schemes. When there exists dynamics that is
controllable only from faults, the previous Chow-Willsky-like schemes are not
universal as will be shown in Example 1.



2.1 The ULPE Scheme

Following is a description of an extension of the Chow-Willsky scheme, called
the ULPE scheme. In addition to previous Chow-Willsky-like schemes, the
ULPE scheme has the important property that it is universal in the sense
that for an arbitrary linear system, continuous or discrete, all parity equations
can be obtained. The description is formulated in a general framework valid
for both the continuous and discrete case. The notation ¢ is used to denote
the differentiate operator p and time-shift operator ¢ for the continuous and
discrete case respectively.
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Figure 1: The system with inputs « (known or measurable), v (disturbances),
f (the fault), and output y.

Consider the linear system illustrated in Figure 1. The system has an m-
dimensional output y(t) and three kinds of inputs: known or measurable inputs
collected in the k-dimensional vector u(t), disturbances in the k4-dimensional
vector v(t), and the monitored fault f(¢). For simplicity reasons, we assume
that only one fault affects the system, i.e. f is scalar. The extension to more
than one fault is straightforward. To achieve isolation, it is desirable that non-
monitored faults do not affect the residual, i.e. decoupling. Such faults are
included in v.

This system can be described by the following realization:

2] - [% ][] (8]
HE L
y = [Cxcz][i]-i—Du—i—Jv—i—Lf (1b)

where [x z]T is the n = n, + n, -dimensional state. It is assumed that the
realization has the property that the state x is controllable from [u U]T and the
state z is controllable from the fault f. It is assured from Kalman’s decompo-
sition theorem that such a realization always exists. Finally it is assumed that
the state z is asymptotically stable, which is the same as saying that the whole
system is stabilizable.

Before going into more details, we define the following matrices, that will



be used to simplify the notation of the system description (1):

(4 5] (5] emme s (2] o

Now by substituting (1a) into (1b), we can obtain oy as

oy = Cypox+C,oz+ Dou+ Jov+ Lof =
= CpA x4+ CpA122z+ C,A,z+ Cr,Bu+ Dou+ CpEv +
+C Ko f + CLKL f
By continuing in this fashion for o2y ... ¢”y, the following equation can be
obtained:
Y (t) = Ryx(t) + R.2(t) + QU(t) + HV (t) + PF(t) (3)
where
y(t) Cy
oy(t) Cr Ay
Y(t) = R, = .
a’y(t) Ca AL
C, 0 0 1
CrA19 C, 0 A,
Rz = . .
Cg;Ag_lAlQ CpA12 C, AP
D 0 0 u(t)
C.B D 0 ou(t)
Q= y U(t) =
C.A?™1B c:B D oPu(t)
J 0 0 v(t)
C.E, J 0 ov(t)
H = V(t) =
C, A 'E, ... C.E, J oPu(t)
L 0 0 .. ft)
CK L 0o ... of(t)
P= i ] F(t) = )
CAP'K ... CK L o f(t)

Thesize of YVis (p+1)m x 1, Ry is (p+1)m X ng, R, is (p+ 1)m X ny, Q is
(p+1)ymx (p+1)k,Uis (p+1)kx1, His (p+1)mx (p+1)kq, Fis (p+1) x 1,



Pis(p+1)m x (p+1), and V is (p + 1)kg x 1. The constant p determines
the maximum order of the parity equation. This can be seen by studying the
definitions of the vectors Y and U. The choice of p is discussed in Section 4.

Now, with a column vector w of length (p + 1)m, a parity function h(y,u)
can be formed as

h(y,u) = w (Y = QU) (4)

From Equation (3) it follows that the value h, of the parity function also can
be written

hy = w! (Ryx + R,z + HV + PF) (5)

Since the parity function must be zero in the fault free case and the disturbances
must be decoupled, Equation (5) implies that w must satisfy

w? [Ry, H] =0 (6)

For use in fault detection, it is also required that the parity function is non-zero
in the case of faults. This is assured by letting

w’ [R. P} #0 (7)

In conclusion, the ULPE scheme is a method for designing parity functions
useful for fault detection. A parity function is constructed by first setting up
all the matrices in (3) and then finding a w such that (6) and (7) are fulfilled.

An algorithm in accordance with previous Chow-Willsky-like schemes, is
obtained by replacing Equation (6) and (7) with w? [R H] = 0 and w?' P # 0
respectively, where the matrix R is defined as R = [R; R,].

2.2 The ULPE Scheme is Universal

The presented scheme has the property that all parity functions for a linear
system can be designed by different choices of p and w. This is addressed in
the following lemma:

Theorem 1. Any parity equation satisfying a model can be obtained from the
ULPE scheme.

Proof. Any parity equation that satisfies a model can be written

M[H_o (8)

where M is a row vector of length (p + 1)(m + k), m the number of outputs,
and k the number of inputs. Let M be partitioned as [M; Ms] and assume that



there are no faults, which implies that z is zero. Then by using (3), (8) can be
rewritten as

Y Roz+ QU + HV
(M) Ms)] — My M) | Tt QUA _
U U
= Mi(Ryx + QU + HV) + MU =
— MiRyx + MyHV + (MyQ + Mo)U = 0

Here all matrices Y, Q, U, H, V, and R, are defined using p = «. For a parity
equation that satisfies the model, this equation must hold for all z, all U, and
all V., which implies M1 R, = 0, M1H = 0, and M;Q + M3 = 0. Remember
that x is controllable from inputs and disturbances. A parity equation obtained
from the ULPE scheme has the form

WY QU =ul - Q| | =0 ©)

where w is constrained by w’ [R, H] = 0.

We are to show that for any choice of M in (8), there exists a w such that
Equation (9) becomes identical with Equation (8). It is obvious that this is the
case if and only if

wl'[I —Q=M (10)

Now choose w as w? = M;, which is clearly a possible choice since we know
that M [R, H] = 0. This together with the fact My = —M;Q = —w!Q,
implies that (10) is fulfilled. All M-vectors, and therefore all parity equations
satisfying (8) can therefore be obtained from the ULPE scheme. o

Remarks

The ULPE scheme implies that all possible parity equations are parameterized
as follows. Let Ng,p denote a matrix of dimension (p+1) x 7, and its columns
are a basis for the n-dimensional left null-space of the matrix [R, H|. Then
all parity functions up to order p can be obtained by in (4) selecting w as
w = Npr_p7, where 7 is a column vector of dimension 7. Thus 7 is a complete
parameterization of all perfectly decoupling parity functions up to order p.

The vector w lies in the left null-space of [Ry H]. Let the columns of a
matrix Nr_ g be a basis for this null space. If the null-space has dimension
7, then there exists n linearly independent vectors ws, ... w,, which fulfills (6).
Then 7 different parity functions hi,...h,, can be formed in accordance with
(4). The vector [hy(t)...hy(t)] is called generalized parity vector, which is zero
in the fault free case. The generalized parity vector will lie in the 1 dimensional
generalized parity space, spanned by the rows of Nr, . In other words, the
column-space of Ng, g is the left null-space of [R, H], and the row-space is the
generalized parity space. This is in accordance with the definitions made by
Chow and Willsky (1984), which is a generalization of the parity vector and
parity space originally defined by Potter and Suman (1977).



2.3 Previous Chow-Willsky-like Schemes are not Universal

Following is an example showing that if the system has dynamics controllable
only from the fault, none of the previous Chow-Willsky-like schemes can gen-
erate all possible parity equations.

Example 1
Consider a system described by the transfer functions
1 1
o= 5—1u+s+1f
1 s+3
2= 571u+s+1f
and the realization
: 1 0 1 0
o= Lo Do oo V]s
11 0
o= (1 e[ ]
Also consider the function
h = (1—8+52)y1—52y2+u (11)

If y; and ys in (11) are substituted with their transfer functions we get

h = Sil((1—3+32)—32+(s—1))u+

1 2 2 _

+S+1((1—s+s ) —s*(s+3))f =
—s3—2s2 541

- s+1 /
We see that h is zero in the fault free case and becomes non-zero when the
fault occurs. Therefore the function (11) is, according to Definition 2, a parity
function. With the matrices used in Equation (3), the parity function (11) can
be written as

h=[1 0 -1 0 1 —1](Y-QU)=w"(Y-QU)
in which w is uniquely defined. With the realization above, the matrix R is

1
2
-1
—2
1
2

R= [R:c Rz] =

_ = = e



The first column of R, i.e. R, is orthogonal to w but not the second. This
means that the parity function (11) can not be obtained from any of the pre-
vious Chow-Willsky-like schemes. Therefore they are not universal. However
in the ULPE scheme, the parity function (11) can be obtained because the
requirement that w must be orthogonal to the second column of R, is relaxed.

3 Forming the Residual Generator

In this section, the relation between a parity function and a general linear
residual generator is discussed. First a residual generator is defined:

Definition 3 [Residual Generator]. A residual generator is a system
that takes process inputs and outputs as inputs and generates a signal called
residual, which is equal to zero when no monitored faults occur and becomes
non zero when a monitored fault occurs.

Many design methods for linear residual generators exists. All result in a
filter for which the computational form, i.e. the residual expressed in y;:s and
u;:8, can be expressed as

. A1(o)yr + ...+ A (0)Ym + Bi(o)ur + . .. + Bi(o)ug
C(o)

where A;(0), B;(0), and C(o) are polynomials in o. This includes for example
the case when the residual generator is based on observers formulated in state
space. According to Definition 3, the objective of residual generation is to create
a signal that is affected by monitored faults but not by any other signals. This
is equivalent to finding a filter which fulfills the following two requirements:
the transfer functions from the monitored faults to the residual must be non-
zero, and the transfer functions from all other signals to the residual must
be zero, i.e. decoupling. These two requirements introduces a constraint on
the numerator polynomial of (12) only. The constraint equals the definition
of parity function and therefore the numerator polynomial must always be a
parity function. There are no constraints on the denominator polynomial C(o)
which therefore can be chosen freely.

We will now illustrate how a residual generator can be formed from the
parity function (4). For the discrete case, the resulting parity function designed
with a Chow-Willsky-like scheme is

h=A1(q)y1 + ...+ An(@)ym + Bi(q)ur + ... + Bi(q)yx

(12)

This expression can not be implemented as it is because it is a non-causal
transfer function. A common method to obtain a casual transfer function is to
introduce p — 1 units delay. Then the transfer function from system outputs
and inputs becomes

Gr(q) = |

Allg)  AL(9) Bilg) B;(q)}
e R R



This is a FIR-filter (or dead-beat observer) with its poles in the origin. However,
there is no reason to constrain the poles to the origin only because a Chow-
Willsky-like scheme is used when designing the residual generator. Instead, the
poles can be placed arbitrarily within the unit circle to obtain stability. Often
there is a need for LP-filtering so these poles can be made to function like such
a filter. In contrast to observers used in control theory, there is no reason to
follow the rule of thumb that says that observer poles should be faster than
process poles. If C(q) is the resulting denominator polynomial, the transfer
function becomes

Gr(q) = |

Ai(g)  Al(9) Bilg) Bz@(t])}
Clq) " Clg) Clg) = Clg)

To get a causal filter, the degree of C'(¢) must be greater or equal to the
maximum degree of the polynomials A;(¢q) and B;(q).

For the continuous case, the resulting parity function designed with a Chow-
Willsky-like scheme is

h=A1(8)y1 + ...+ An(8)ym + B1(s)ur + ... + Br(s)yx

In general this expression can not be used as a residual generator because the
difficulty to measure the derivative of signals. Therefore, poles must be added,
but as for the discrete case, these poles can naturally work as for example an
LP-filter. The resulting transfer function of the residual generator is

Ai1(s)  An(s) Bi(s) Bk(s)]
C(s) 7" C(s) C(s) = Cls)

Gr(s) = [

As seen, there is no need for an explicit state variable filter, which is used in
(Hofling, 1993) to construct a residual generator from the continuous parity
function.

Note the relation to diagnostic observer design, e.g. eigenstructure or the
unknown input observer, in which poles also are placed arbitrarily.

Now we know from Theorem 1 that all parity functions can be obtained with
the ULPE. Also we know that for any linear residual generator, the numerator
polynomial is a parity function and the denominator polynomial can be chosen
freely. Therefore the following result is obtained:

Corollary 1. When discrete or continuous linear systems are considered, the

ULPE is a universal residual generator design method for achieving perfect
decoupling.

4 Detectability Analysis

In this section it is investigated whether it is possible to construct a residual
generator with given decoupling properties, for the system (1). If this is the
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case, we say that the fault that is to be monitored, is detectable. The analysis
of detectability is here approached in the context of parity equations and the
ULPE scheme. Criterions for fault detectability has been studied also in other
contexts: unknown input observer (Wiinnenberg, 1990), detection filter (White
and Speyer, 1987), frequency domain (Frank and Ding, 1994), and statistical
approach (Basseville and Nikiforov, 1993). However fault detectability has, to
the author’s knowledge, not been studied in the context of parity equations.

In (Chen and Patton, 1994), fault detectability and strong fault detectability
for a given residual generator, are defined as follows:

Definition 4 [Fault Detectability]. A fault f is detectable in residual r if
the transfer function from the fault to the residual G,f(c) is nonzero:

Gry(o) #0

Definition 5 [Strong Fault Detectability]. A fault f is strongly detectable
in residual r if

Grr(0) #0 (continuous case)

Grr(1) #0 (discrete case)

If a fault is detectable but not strongly detectable, the term weak detectabil-
ity will be used.

4.1 Detectability as a System Property

As will be shown in Theorem 2 and 3, detectability is a system property in the
sense that it is the system that limits the possibilities of constructing a residual
that is fault detectable and strongly fault detectable respectively. This leads to
the following redefinitions of fault detectability and strong fault detectability:

Definition 6 [Fault Detectability]. A fault is detectable in a system if
and only if there exists a residual in which the fault is detectable according to
Definition 4.

Definition 7 [Strong Fault Detectability]. A fault is strongly detectable
in a system if and only if there exists a residual in which the fault is strongly
detectable according to Definition 5.

Next are two theorems to be used for the analysis of fault detectability
and strong fault detectability. In the following, the notation (...),—, is used
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to denote that the condition within the parenthesis considers matrices and
vectors Y, R, R, Q, U, H, V, P, and F with p = n according to Equation 3.
The notation Nx is used to denote a basis for the left null-space of the matrix
X.

Theorem 2. A fault is detectable if and only if
(Nie,uP #0) _,
where Ng, g is a basis for the left null-space of [R, H].
For the proof of this theorem we need the following two lemmas:

Lemma 1. Consider the system (1) with given properties and the correspond-
ing matrices. For all p > n, it holds that NEZHP = 0 implies NngRz =0.

Lemma 2. If (N, P =0) _ , thenVp>n {NkyP =0}.

p=

The proofs of Lemma 2 and Lemma 1 are given in the appendix. Following
is the proof of Theorem 2:
Proof. A parity function, and also a residual, derived with the ULPE scheme
is according to Equation 5 sensitive to a fault, that is the fault is detectable, if
and only if

3f(t) {wT(PF 4+ R,z) # 0} (13)

where f(t) is a fault signal. This condition is equivalent to Definition 4. Since
z is controllable from f(t), it holds that at any time point ¢1, z(¢1) and F(t1)
can take arbitrary values independently from each other. This means that (13)
is equivalent to

3f(t) {w"PF # 0V w' R,z # 0} (14)
Such a parity function exists if and only if
3p,w {w? [R, H =0 A w” [P R.] # 0}
which is equivalent to
Jp {NE,u [P R.] # 0} (15)
This condition holds if and only if
> n (NL [P R #0} (16)

because if the p in (15) is > n, then (16) follows directly and if the p in (15)
is < n, then it is always possible to find a larger p because the extra terms that
appear in (4) and (5) can be canceled by zeros in w.

12



From Lemma 1, we know that if NngP = 0 then also NI%;HRZ = 0. This
means that the R, in condition (16) can be neglected, which results in

3020 (NP £0)
According to Lemma 2 it is sufficient to investigate the case p = n, that is

(N&,uP #0) (17)

p=n
Now since we know from Corollary 1 that the ULPE scheme is universal, (17)
is a necessary and sufficient condition for fault detectability. O

The next theorem deals with strong detectability. To the author’s knowl-
edge, a general criterion for strong detectability has not been presented else-
where. The criterion presented here answers the question if there exists a
residual generator in which the fault becomes strongly detectable. In (Chen
and Patton, 1994), this is reported to be an unsolved research problem.

Strong detectability deals with the stationary residual response when a
constant fault is present. A constant fault can be written f(t) = ¢ where ¢ is
the constant level of the fault. By studying the definitions of F'(t), in Equation
(3), for the discrete and continuous case respectively, it is seen that F'(t) = vc
where v = [1...1]" in the case of a discrete system and v = [10...0]" in the
case of a continuous system.

Theorem 3. A fault is strongly detectable if and only if

(NEIH(PU - RAJ'K,) # 0) (continuous case)

p=n

(NIZ-'EZH(PU +R.(I-A,)'K,) # 0) (discrete case)

p=n

where Ng, g is a basis for the left null space of [Ry H] and v = [10...0]" in

the continuous case and v = [1...1]" in the discrete.
For the proof of this theorem we need the following two lemmas:

Lemma 3. If (N} (Pv—R.A'K.) = O)p:n’ then Vp>n {NLy(Pv —
R.A7'K.) =0} , where v =[10...0]".

Lemma 4. If (N, (Pv+ R.(I — A,)7'K.) = O)p:n, thenVp >n {NZy(Pvo+
R.(I—A,)"'K,)=0}, wherev=1[11... 1]T.

The proofs of Lemma 3 and Lemma 4 are given in the appendix. Following
is the proof of Theorem 3:
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Proof. The proof is presented only for the continuous case. The discrete case
is treated similarly.

Consider the case when a constant fault is present. We know that the state
z will reach steady state because, according to the preconditions described in
Section 2.1, the state z is asymptotically stable. This also guarantees that the
inverse of A, exists. If the constant fault is of size ¢, the stationary value of
the parity function becomes

w? (R, 2stas + Pvc) = w? (=R, A K, + Pv)c (18)

For a residual, also the poles affects the stationary value. However if the
residual is derived according to the description in Section 3, the stationary
value differs only by a non-zero factor compared to (18).

Now since we know from Corollary 1 that the ULPE scheme is universal, a
necessary and sufficient condition for fault detectability is

Jp,w {w'(Pv—R.AJ'K,) # 0}
This is equivalent to
3p {Ngk,u(Pv—R.AT'K:) # 0} (19)
This condition holds if and only if
Jp>n {N} y(Pv—R.AJ'K.) #0} (20)

because if the p in (19) is > n, then (20) follows directly and if the p in (19)
is < n, then it is always possible to find a larger p because the extra terms that

appear in (4) and (5) can be canceled by zeros in w.
Now Lemma 3 shows that it is sufficient to consider the case p = n, that is
(NE g(Pv—R,A'K.) #0)

p=n

Remarks

If one thinks of the P matrix as a description of how the fault propagates
through the system, the conditions for fault detectability and strong fault de-
tectability are intuitive. For example the condition for fault detectability says
that the fault must not affect the system in the same way as the state or the
disturbances.

As seen in Lemma 2, 3, and 4, it is sufficient to chose p as p = n, if fault
detectability or strong fault detectability is considered. This means that a
residual generator that is able to (strongly) detect a fault, never needs to be
designed using a parity function of order larger than n. There may however be
other reasons to chose a p larger than n.
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4.2 Examples

In an inverted pendulum example in (Chen and Patton, 1994), an observer
based residual generator was used. It was shown that no residual generator
with this specific structure could strongly detect a fault in sensor 1. It was
posed as an open question if any residual generator, in which this fault is
strongly detectable, exists and in that case how to find it. In the following
example, this problem is re-investigated by means of Theorem 3. Also included
is a demonstration of Theorem 2.

Example 2
The system description represents a continuous model of an inverted pendulum.
It has one input and three outputs:

0 0 1 0
0 0 0 1
0 —-1.93 -1.99 0.009
0 369 626 —0.174

A:

B=[0 0 —03205 —1.009]"

C

S = O
= O O

1 0

0 0 D = 03x1

0 0

The faults considered are sensor faults. There are no disturbances and also,
there are no states controllable only from faults. This means that there is no
R, matrix or H matrix. For the detectability analysis, we calculate the Ng
matrix and form NEZP; # 0, Nk Py # 0, and NEP3 # 0 for the three faults
respectively. Then from Theorem 2 it can be concluded that all sensor faults
are detectable, i.e. for each sensor fault, it is possible to construct residual
generators for which the fault is detectable. To check strong detectability we
form the vectors

NEPw=[00000000000]"
NEPyw =[-10000000000]"

T
N£P3U:[**********>k]

where * represents nonzero elements. By using Theorem 3 it can be concluded
that the second and third sensor faults are strongly detectable, i.e. for each of
these faults a residual generator can be found for which the fault is strongly de-
tectable. Also concluded is that the first sensor fault is only weakly detectable,
i.e. it is not possible to construct a residual generator in which the fault in
sensor 1 is strongly detectable.
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As is seen in Equation (5), the fault affects the parity function through both
R, and P. One may note that in the condition of Theorem 2 it is sufficient to
consider the matrix P while in Theorem 3 both R, and P must be considered.
The following example shows that this is really the case.

Example 3
The system is continuous and has one structured disturbance and two outputs:

[ 3] eelo] = [W] e[S
e=[3 1] »=[3] o=[3] =[]

For this system, N}, ,(Pv— R,A;'K.) = 0. This means that the fault is not
strongly detectable. However it also holds that Ngw g Pv # 0 which shows that

the influence of the fault via R, must be considered in the condition of strong
fault detectability.

5 Conclusions

The Universal Linear Parity Equation (ULPE) scheme has been presented.
This is an extension to the well known Chow-Willsky scheme. It is shown
that none of the previous extensions to the Chow-Willsky scheme are able to
generate all parity equations in the case where there are dynamics controllable
only from faults. The ULPE scheme is able to handle also this case since it
is universal in the sense that for any linear, continuous or discrete system, all
parity equations can be generated.

It is demonstrated how any perfectly decoupling linear residual generator
can be constructed by the help of the ULPE scheme. Therefore the ULPE
scheme is also a universal design method for linear residual generation.

Two new conditions for fault detectability and strong fault detectability,
formulated in the context of the ULPE scheme, are provided. A general con-
dition for strong fault detectability has not been presented elsewhere.

It is shown that if fault detectability or strong fault detectability are con-
sidered, it is sufficient to have p = n when designing the parity functions. This
means that a parity function, to be used in the design of a residual generator,
do not need to have an order larger than n.
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7 Appendix

The appendix contains Lemma 5, Lemma 6, Lemma 3, Lemma 4, Lemma 2,
and Lemma 1, all with proofs included. If the system (1) does not contain
any disturbances, then most proofs in the appendix are simplified and espe-
cially Lemma 5 follows easily from Cayley-Hamilton’s Theorem. To clarify the
relations between all theorems and lemmas, contained in this paper, Figure 2
has been included. The arrows represent implications. Theorems and lemmas
given in the main text are represented by boxes with thick lines, and lemmas
given in the appendix are represented by boxes with thin lines.

.

Lemma 6 Lemma 2

Lemmab

Lemma 1

Rz is not

needed
Lemma 3 Lemma 4 Theorem 1
Strong Det}} Strong Det ULPE is
cont.,p=n discr, p=n universal

Corollary 1
ULPE univ.
Res. Gen.

Theorem 3 Theorem 2
Detectability

Figure 2: Roadmap of theorems and lemmas.
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7.1 Lemma 5

This first lemma, is the basis for all other lemmas in the appendix. The matrices
C, A, E, J, and K are defined in (1) and (2).

Lemma 5. If there exists two vectors 1 and t = [ty ...tn41]  such that
CAT™ ')+ CAT Bty + ...+ CEt; + Jtj1 = CAIT'K

for j =1...n, then for all p > n, there exists a t' = [tl .. .t;_H}T such that
this equation is satisfied for 3 =1...p.

Proof. Given are the equations

Cy+ CEty + Jta CK

: (21)
CA" Y+ CA" 'Et, + ... + CEt, + Jtpp1 = CAM 1K

and the goal is to show that there exists #/:s, i > 2, such that
CA™ '+ CA'Ety + CA?Ety + ... + CEt; + Jt;,, =CA 'K (22)

for all j = 1...p. The equations (21) and (22) specify a condition on the
variables ¢}, which are to be found. To be able to carry out the proof we
first need to derive a new, more tractable, set of equations which specify an
equivalent condition on these variables.

Define the matrices J; and J, such that

J=[C M{ﬁ]

where A has all its columns orthogonal to C. From the equations (21), it is
clear that

Jt; = CJit; + AJdpt; =
=C(AT?K — A% — A"2Ft; — ... — Bt; )

for i =2...n+4 1. Because of the second equality, it must hold that AJpt; =0
and therefore Jt; = C'Jit;. In the equations (21), Jt; can now be replaced by
CJit;, which results in

Cy+ CEt1 + CJita CK

CA™ ' + CA" "Bty + ---+ CEt, + Clityyy = CA''K
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What these equations says is that
Ajil”L/) + AjilEtl + Aj72Et2 + ...+ Etj + J1tj+1 —AK

for j = 1...n, lies in the right null-space of C. An alternative way of saying
this is that there exists g;:s such that

Ng2+1/1+Et1+J1t2 = K

Ngni1 + A" YW+ A" Bty + ... + Bty + ity = A"'K

where the columns of N are a basis for the right null-space of C'. Multiplying
the 7:th equation from the top with A from the left and then subtracting the
i + 1:th equation results in

ANgfL + AJltZ = NgiJrl + Etz + JltiJrl (23)

for © = 2...n. Recall that the goal of the proof is to, for all p > n, find a new
set of variables t5 ... 1) | that fulfills Equation (22). We will do this by finding
t.:s such that Equation (23) is satisfied for all ¢ > 2, and then showing that
these t}:s also satisfies (22).

If [N Ji] has rank n it is always possible to find t;,, and g;,, such that
Equation (23) is satisfied also for ¢ > n. Otherwise, introduce matrices J, and
y such that [N Ji] = [N Jz]y, where [N Js] has full column rank < n — 1.

Now study
g2 In+1
b5 ) () 2

If the first column in this matrix is 0, then

[V J2]y< gj > =Nga+ Jita =0

Now select a new g5 = 0 and a new t5, = 0, and Equation (23) for ¢ = 2 becomes
0= Ng3+ Jit3

By continuing selecting new g; = 0 and ¢; = 0 for all { > 2, then Equation (23)
will be satisfied for all 7 > 2.

Ify (g tQT]T # 0, then from the fact that the matrix (24) has n columns
and less than n rows, we know that there exists an [ > 2 and a vector x such

that y(?;>{y<§j>y<?fj)]x
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Select a new g] = [g2 ... gi—1]x and a new ¢} = [ta ... t;_1]x. This choice
ensures that Equation (23) for i = 1...1, will be satisfied because the condition

g9 \_. (%
(%) =(%)
is fulfilled.

Next, select anew g;, | = [g3 ... i1 gj]w and ¢} | = [t3 ... t;_1t;] x. This
implies that Equation (23) for ¢ = + 1 is satisfied because
ANgl/ + AJlt; = AN [92 . glfl] r+ AJq [tg . tlfl] xr =
ZN[gg e gi—1 gl/]I—I—E[tg ...tl_l]x—i—Jl [t3 ---tl—l tf]x:
= N92+1 + Bt + J1t2+1
The second equality is a consequence of Equation (23). By continuing selecting
new gj,, and ¢j,, in the same way and so on, it can be shown that Equation

(23) will be satisfied for all ¢ > 2.
Going back to the original problem, we have now shown that for each p

there exists a t’' = [t1 ). .. t;H_JT such that the equation
CA™ '+ CA ™ Ety + CAV?Ety +--- + CEt; + Cit),, = CAVT'K (25)

is satisfied for j = 1...p. This equation equals Equation (22) except for the last
term of the left side. For all j > 2, there exists a ¢ such that t); = [ty ... t,41] ¢
Therefore it must hold that CJlt;- = Jt;- for all j > 2. This implies that
Equation (25) is equivalent to Equation (22) which ends the proof. O

7.2 Lemma 6

The matrices R,, R., H, and P are defined in Equation (3) and the matrices
C, A, E, J, and K are defined in (1) and (2).

Lemma 6. If (N}, Pv=0)
[10...0".

e’ then Vp>n {NE,Pv = 0}, where v =

Proof. If (NEHP’U = O) p=n then Pv can be written as a linear combination
of the columns in R and H. This means that there exists two vectors s and

t = [t1...tn41] such that
Pv=Rs+ Ht

This equation can be written as

Cs+Jt; = L
CAS+CEt1+Jt2 = CK

CA"s + CA" 'Ety + ... + CEt, + Jt, 1 CA" 'K
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By defining ¥ = As and then applying Lemma 5 to all equations except the
first one, it can be concluded that Vp > n {NE, Pv=0}. O

7.3 Proof of Lemma 2

The following lemma was given without proof in Section 4.1. It is generally
applicable to all Chow-Willsky-like schemes. It says that if no parity function,
derived with a Chow-Willsky-like scheme with p = n, can detect the fault, then
also no parity functions derived with p > n can detect the fault. For use with
the ULPE scheme, R is to be changed to R,. The matrices R, R,, H, and P
are defined in Equation (3) and the matrices C, A, E, J, and K are defined in
(1) and (2).

Lemma 2. If (N}, P =0) _ , thenVp>n {NkyP =0}.

p:
Proof. If N}, P =0 and p = n, then all columns of P can be written as linear
combinations of the columns in R and H. This means that for each column P;
there exists vectors s; and t; such that

P, = Rs; + Ht; 1=1...n+1

With t; = [ti1 ... ti,p+1]T, these systems of equations can be rewritten as

Csi+Jti1 = by
CASZ' + CEtZ‘J + Jti’g = bi72
CA”SZ' + CAnilEtiyl —+ o4 CEtz’n + Jti’nJrl = bi,nJrl
where
0 if j<i
bij=1{ L ifj=i

CA==1K if j>i

andi=1...n+ 1. If P, for i > n+ 1 is defined to be the zero vector, i.e.
P; =0, then the system of equations for all 4 > 1 are satisfied. Let ¥, ;(s;,t;)
denote the j:th equation in the i:th equation system, i.e.

\I/i7j(8i,ti) £ CAjilsi + CAj72Eti71 + -4 CEti,j_l + JtiJ‘ = bi,j

The goal is to show that when s; and t; satisfies equations ¥; ;(s;,t;),
Vi>1,p=mn,j=1...p+1, then for all p > n there exists t; such that also
U, i(s;,t}), are satisfied. This is done by induction on i.

i
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Base Step

From Lemma 6, this is already assured for i = 1.

Induction Step

The induction hypothesis is that for an arbitrary p > n, the equations
\Ilif,j(sif,tgf), j=1...p+1, are satisfied for a certain iy. Then we want to
show that these equations are also satisfied for iy + 1.

To do this we need a new set of equations ©; ;(5;, t;) obtained by subtracting
Wi1,5(8i—1,ti—1) from ¥, ;11(s;,t;). This is denoted as

0, (85, i) = Uy i1 (si,ti) — Wiq j(si—1,ti-1) (26)
foralli>1,p=n,j=1,...,p+ 1, where §; = As; — s;,_1 and
ti=1[ti1 (tiz—tic11) ... (tip+1 — tiﬂ,p)]T

The right side of all these equations is 0, because b; j;1 = b;—1,;. By applying
Lemma 5 with ¢ = §; and K = 0, to all equation systems

0;1(5i,t;)

O;.n(5:,t;)

where ¢ > 1, it can be concluded that for each p > n, there exists a t; such
that

ei,j(glﬁfg) (27)

where ¢ > 1, are satisfied for j =1...p.
From (26) it follows that

Wipr1,41(Sip+15 67, 41) 2 Oipg,j (Sip1, b5, 1) + Wiy (s, 7,

For all p > n it follows from Equations (27) and the induction hypothesis,
that the equation \I]if+1,j+1(8if+1,t;-f+1) is satisfied for j = 1...p. The first
element of t; equals the first element of t; which means that the equation
\I/if+1,1(sif+1,t§f+1) equals the equation Wi, y11(si,11,ti,41), which is satis-
fied as a consequence of the preconditions of the theorem. Therefore for all
p > n, the equation \Ilif+1’j(8if+1,t;f+1) is satisfied for j = 1...p 4+ 1. This
ends the induction and the proof. O

23



7.4 Proofs of Lemma 3 and 4

The following two lemmas were given without proof in Section 4.1. The first
lemma is for the continuous case and the second lemma for the discrete case.
Both are generally applicable to all Chow-Willsky-like schemes. They say that
if no parity function, derived with a Chow-Willsky-like scheme with p = n, can
strongly detect the fault, then also no parity functions derived with p > n can
strongly detect the fault. For use with the ULPE scheme, R is to be changed
to R;. The matrices R, R., H, and P are defined in Equation (3) and the
matrices C, A, E, J, and K are defined in (1) and (2).

7.4.1 Continuous Case: Lemma 3

Lemma 3. If (N}, (Pv— R.AJ'K.) = O)p:n’ then Vp>n {NLy(Pv —
R.A7'K.) =0}, where v =[10...0]".

Proof. The proof is based on using Lemma 6. To be able to do so, we define
L' as

L'=L-C,A]'K,
and define K’ as

K' :K—A{ 0”;*"1 }Agle

Then Pv — R,A; 'K, can be written as
L/
CK'
Pv-R.A'K, = | CAK' (28)
CAnflK/

It is seen that the right part of (28) has the same structure as Pv in Lemma 6.
Therefore we can use Lemma 6 and conclude that

Vp>n {Nig(Pv—R.,A'K,) =0}

7.4.2 Discrete Case: Lemma 4

Lemma 4. If (N}, (Pv+ R.(I — A.)7'K.) = O)p:n’ thenVp >n {NE,(Pv+
R.(I—-A.)"'K,) =0}, wherev=[11...1]".

Proof. The proof is carried out by induction on p.
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Base Step

For p = n, we know from the preconditions of the theorem that NEH(P’U +
R.(I — A,)"1K,) = 0 is already satisfied.

Induction Step

The induction hypothesis is that Nk, (Pv+ R.(I — A,)"'K,) =0 for p = a.
This is equivalent to that Pv + R.(I — A,) 'K, is a linear combination of
the columns in R and H. That is there exists vectors s and t such that the
equation

Pv—R,(I-A,) 'K, = Rs+ Ht (29)
is satisfied for p = a. Then the goal is to show that (29) is also satisfied for
p=a+1

By defining

8= [ O"Ifxnz ] (I-A.) 'K,

the equation (29) can be rewritten as

Cs+Jty = L+Cp
CAs+CFEty +Jty = CK+ L+ CAp
CA%s + CA“'Et; + ...+ CEty+ Jtay1 = CA 'K+ ... +CK+L+
+CAa+lﬁ

For these equations introduce the notation ®;(s,t), denoting the i 4+ 1:th equa-
tion from the top, i.e. i = 0...«. Now calculate a new set of equations 0;(s, t)
by subtracting equation ®;_1(s,t) from equation ®;(s,t). This is denoted

@i(ga E) = q)i(svt) - q)ifl(svt)

fori=1...a, where 5= As—sand t = [t; (ta—t1) ... (fat1 —ta)]" . This
means that the equations ©1(5,t) to ©,(s,t) are

Cs+CEty+Jt; = C(K+C(A-1)p)

CA 15+ CA*'Et; + CA* 2Ety + ...
oo+ CElo + Jlayr = CA*HK+C(A-1)p)

By using Lemma 5, with ) = § and K’ = (K + C(A — I)3), it follows that for

p=a+1,thereexistsa t' = [t; 1} .. .t_'a+2]T such that the equations ©;(s,t'),
i=1...a+1 are fulfilled.
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The original form of equations can now be obtained by calculating
(I)i(S, 1_3/) ~ @i(g, 1_3/) + <I>i_1(s, t)

fori=1...a+ 1. Together with ®(s,t) we have then shown that ®;(s,t’) is
fulfilled for i = 0...«a + 1. This is the same as saying that equations (29) are
also satisfied for p = a4+ 1. This ends the induction and the proof. O

7.5 Proof of Lemma 1

The following lemma was given without proof in Section 4.1. The lemma can be
interpreted, by means of Equation (3), as follows. If the fault vector F', acting
through the matrix P, cannot make the parity function become non-zero, then
neither can the state z, acting through R,. The matrices R,, R,, H, and P
are defined in Equation (3) and the matrices C, A, E, J, and K are defined in
(1) and (2).

Lemma 1. Consider the system (1) with given properties and the correspond-
ing matrices. For all p > n, it holds that NIEZHP = 0 implies NngRz =0.

Proof. If Nj; ;P = 0 then also Nj, ;Pv = 0 where v = [10...0]". Ifit

holds that NngPv =0 for a p = o > n, then Pv can be written as a linear
combination of the columns in R, and H. This means that there exists two
vectors s, and t = [ty ...t,41] such that

Pv=R;s, + Ht

where p = . This equation also holds for p = n so by defining s = [sI  01xp.]"
and using Lemma 6, the equation can be extended with (o —n + n,)m number
of rows. The equation obtained is denoted as

PV =Rls, + HY (30)

where P’, v', R, and H’ are the matrices we get if a p = a+n, is used instead
of p = n. By studying the definitions of P’v', R, and H’, and rearranging
Equation (30), we can obtain the equation

R.C=R,T. + HT; (31)

where C = [KZ AZKZ...AZZ*IKZ], i.e. the controllability matrix of the
state z,

Ti=[n...Tn.]

£
Ti=Alse+ [AT By . Ep]) | 0 | = [ln, 0JAT'K
t

(2

26



and

th .t
T = :

’ ’
tota -+ latitn.

Since we know z is controllable from the single fault, C is invertible. Therefore,
for any w in the left null space of [R, H] it holds that

w'R, =w'R,Ti,C' +w' HL,C™' =0
This is equivalent to
T
(NRwHRZ = O)pza

which ends the proof.
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